
Energy  Research  and  Development  Div is ion  
FINAL  PROJECT  REPORT  

                                                                                                                                                                                                     

 

EVIDENCED‐BASED DESIGN AND 
OPERATIONS: Improving the Real 
World Performance of Commercial 
Buildings 
 
Appendices 

 

 

 

 
Prepared for:  California Energy Commission 
Prepared by:  New Buildings Institute   

MARCH  2013
CEC ‐500 ‐2014 ‐062 ‐APP  

 



PREPARED BY: 
 
Primary Author(s): 
 Cathy Higgins 
  
New Buildings Institute 
1601 Broadway 
Vancouver, WA 98663 
360-567-0950 
www.newbuildings.org 
 
Contract Number:  500-08-049 
 
 
Prepared for: 
 
California Energy Commission 
 
David Weightman 
Contract Manager 
 
Virginia Lew 
Office Manager 
Energy Efficiency Research Office  
 
Laurie ten Hope 
Deputy Director 
ENERGY RESEARCH AND DEVELOPMENT DIVISION 
 
Robert P. Oglesby 
Executive Director 
 

DISCLAIMER 
 
This report was prepared as the result of work sponsored by the California Energy Commission. It 
does not necessarily represent the views of the Energy Commission, its employees or the State of 
California. The Energy Commission, the State of California, its employees, contractors and 
subcontractors make no warranty, express or implied, and assume no legal liability for the 
information in this report; nor does any party represent that the uses of this information will not 
infringe upon privately owned rights. This report has not been approved or disapproved by the 
California Energy Commission nor has the California Energy Commission passed upon the 
accuracy or adequacy of the information in this report. 

 

http://www.newbuildings.org/


ACKNOWLEDGEMENTS 

New Buildings Institute (NBI) would like to acknowledge the work and support of the many 
individuals and organizations that contributed to the research and results of the Evidence‐
Based Design and Operations PIER Research Program.  

Cathy Higgins, NBI Research Director ‐ Reseach Program Manager and Prime Investigator 
The support of the California Energy Commission’s Public Interest Energy Research program is 
gratefully acknowledged ‐ David Weightman, Contract Manager 
 
California Advisors on Measured Performance (CAMP) PIER Program Advisors
Scott Shell, EHDD Architects 
Janika McFeeley, EHDD Architects 
Brad Jacobson, EHDD Architects 
Michael Murray, Lucid 
Paul Mathew, LBNL 
Sandy Mendler, Mithun Architects ‐ SF 
Wes Sullens, Stop Waste 
Zorana Bosnic, HOK Architects 
Clark Bisel, WSP Flack & Kutz  
David Lehrer, Center for the Built Environment University of Berkeley 
David Vasnaik, PG&E 
Karl Brown, California Institute for Energy and the Enviornment (CIEE) 
Reinhard Seidl, Taylor Engineering 
David Kaneda, IDeAs 
Lisa Gelfand, Gelfand Partners Architects 
Doug Mahone, Heschong Mahone Group, Inc.  
Amy Barr, Heschong Mahone Group, Inc.  
Kevin Hydes, Integral PE 
RK Stewart, Perkins & Will 
Steve Oliver, P.E., SMUD 
Sara Graham,  HOK St. Louis 
Kevin Powell, GSA 
Brian Sehnert,  Green Building Services 
Emma Bassein, Wave One ‐ Palo Alto 
AY Ahmed, Sempra 

i 



Project 2 ‐ High Performance Buildings Measured Performance 

• Amy Cortese, Dan Harris, Howard Reichmuth, Adam Scherba, Cathy Higgins and Cathy 
Turner, NBI; Lia Webster, Eric Greensfelder and Erin Rowe PECI ‐ Measured Performance 
Research Team  

• Mark Frankel and Dan Harris NBI; Jonathan Heller and Morgan Heater, Ecotope ‐ 
Sensitivity Analysis Research Team  

• Dan Harris, Cathy Turner and Cathy Higgins NBI; Lia Webster, Eric Greensfelder and Erin 
Rowe PECI ‐ Key Performance Indicators Research Team  

• NorthWrite Inc. and PowerMand Inc./Dent Instruments ‐ Monitoring Products 
• Wes Sullens, StopWaste.Org ‐ Oakland California Metering Field Site  
• Additional Thanks:  Tyler Bradshaw Integral Group 
• Carbon Lighthouse, Ecology Action, City of San Francisco Dept. of Environment & Energy, 

Friends of SF Environment, EHDD, Cadmus Group, ZGF Architects, SERA Architects 
Student, UC Davis, Waypoint Building Group, Jonathan Rose Companies, City Planning 
Department Berkeley, Glenborough Properties – Pilot Participants of California Buildings 
into the FirstView Tool 
 

Project 3 ‐ Plug Load Savings Assessment  

• Catherine Mercier and Laura Moorfield Ecova – Lead Researchers 
• Craig Billingsley and Chris Calwell Ecova – Analysis and Policy Support 
• Lia Webster, Erin Rowe, Eric Greensfelder and Mark Effinger PECI – Field Metering Leads 
• Dan Harris, Amy Cortese, Cathy Higgins and Cathy Turner NBI – Analysis and Metering 

Support, Project Report Support  
• Jim Edelson and Mark Lyles NBI – Plug Load Policies Paper 
• Eliot Crowe and Joan Effinger PECI – Plug Load Case Study Development 
• Amy Cortese and Connie Umpress NBI; Catherine Mercier Ecova, Tod Bedrosian and Debra 

Hirsh Bedrosian and Associates  ‐ Plug Guide Best Practices Guide 
• StopWaste Org and San Mateo Library – Field Metering Sites 
 

Project 4 – Skylight Modeling and Validation 

• Judie Porter Architectural Energy Corporation (AEC) – Project Manager 
• Zack Rodgers Daylighting Innovations, Inc. – Lead Researcher 
• Kosta Papamichael California Lighting Technology Center (CLTC) – Lead Project Advisor 
• Luis Lomelino Fernandes and Anothai Thanachareonkit formerly with CLTC – Field 

Measurements and Analysis 
• Bruce Mosher and Velux ‐ Skylight Photometric Facility and Product Support 
• Kurt Levens Daylight Technology – Technical Support 

ii 



• Mark Jongewaard, Calvin Lanpher, Meg Tidd and LTI Optics ‐ Photopia Simulations, 
Software Access and Technical Support 

• Michael Gauvin, Ed Freniere, Dave Jacobsen, and TracePro ‐ Software Access and Technical 
Support 

• Jacob Jonsson LBNL ‐ Goniophotometer Measurements, Data Translation and Support. 
• Andy McNeil LBNL; Greg Ward Anyhere Software ‐ genBSDF, BSDF Material, and 

Radiance Simulation Support 
• Barb Hamilton NBI – Final Report Review 

 
Project 5‐ Rooftop Unit Fault Detection and Diagnostics (FDD) 

• Mark Cherniack NBI – Project Manager 
• Kristin Heinemeier Western Cooling Efficiency Center – Technology and Market Review 

and Savings Assessment Research Lead 
• Stuart Tartaglia PG&E; Heschong Mahone Group; Jon McHugh McHugh Energy 

Consultants Matthew Tyler and Amber Buhl of PECI; Project Support through the 
California Investor Owned Utilities Codes and Standards Enhancement (CASE)Project on 
FDD  

• Martyn Dodd EnergySoft ‐ Energy Simulations for Title 24 FDD Cost Effectiveness 
• Dr. Jim Braun (PI) David Yuill and Howard Cheung Herrick Laboratories/Purdue 

University – Lead Researcher Team and Developers of the FDD Evaluator 0.1.1  
• Dr. Piotr Domanski and Vance Payne NIST ‐ Collaboration with Purdue  
• Jon Douglas Lennox International; Sean Gouw Southern California Edison; Keith Temple, 

Industry Consultant, John Proctor Proctor Engineering Group – Technical Review of the 
Final Report and Evaluator 0.1.1.  
 

Program Adminstration and Market Connection Support 

• Tod Bedrosian and Debra Hirsh Bedrosian and Associates 
• Amanda Reynolds, Stacey Hobart, Pat Heatherly, Connie Umpress, Ulrike Mengelberg, Sue 

Grant Harris, Sean Denniston, Dave Hewitt, Barb Hamilton, Rochelle Hale  NBI 
 

 

For further information regarding this program please contact Cathy Higgins higgins@newbuildings.org  

 

iii 



 
PREFACE 

The California Energy Commission Energy Research and Development Division supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The Energy Research and Development Division conducts public interest research, 
development, and demonstration (RD&D) projects to benefit California. 

The Energy Research and Development Division strives to conduct the most promising public 
interest energy research by partnering with RD&D entities, including individuals, businesses, 
utilities, and public or private research institutions. 

Energy Research and Development Division funding efforts are focused on the following 
RD&D program areas: 

• Buildings End‐Use Energy Efficiency 

• Energy Innovations Small Grants 

• Energy‐Related Environmental Research 

• Energy Systems Integration 

• Environmentally Preferred Advanced Generation 

• Industrial/Agricultural/Water End‐Use Energy Efficiency 

• Renewable Energy Technologies 

• Transportation 

 

Evidence‐Based Design and Operations is the final report for the Evidence‐Based Design and 
Operations project (contract number 500‐08‐049) conducted by New Buildings Institute. The 
information from this project contributes to Energy Research and Development Division’s 
Buildings End‐Use Energy Efficiency Program. 

 

For more information about the Energy Research and Development Division, please visit the 
Energy Commission’s website at www.energy.ca.gov/research/ or contact the Energy 
Commission at 916‐327‐1551. 
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ABSTRACT 

This report presents the results of the Evidence‐based Design and Operations research program 
led by New Buildings Institute from 2008‐2013. The program included four technical projects 
for commercial buildings. The objective of the first project was to develop feedback tools for 
designers, operators/owners and tenants as aides to reduce building energy use. These tools 
featured new and unique data analysis capabilities. The other projects included: field 
measurement to quantify and estimate potential plug load energy savings; validating computer 
simulation for skylight systems evaluation; and developing a method and software to evaluate 
rooftop heating and cooling units fault detection and diagnostic protocols.  

In the first project the research team examined energy bills and conducted site monitoring of 22 
new high performance buildings in California to assess measured energy compared to code and 
design, finding most buildings not better than comparisons. The project also determined the 
energy use impact of building features and operations through a sensitivity analysis and 
introduced FirstViewTM, a tool that identified areas to investigate for potential efficiency 
improvements.  

The plug loads study measured the energy use of major categories of office equipment at two 
buildings. This study then quantified energy savings from implementing conservation 
strategies, including changes to hardware and software and using messages to influence 
occupant behavior. The skylight research validated the ability to define and develop accurate 
computer simulation methods for producing useable skylight photometric data as an alternative 
to relying solely on physical measurements.  

The fault detection and diagnostic study included a market assessment of current products and 
produced a new protocol evaluator software that determined the accuracy of tools designed to 
detect faults that impede operating and energy performance of rooftop units. This research 
facilitated the implementation of a new mandatory fault detection and diagnostics requirement 
in Title 24, part 6 (2013).  

 
 
 
Keywords:  Measured energy performance, commercial building energy efficiency, skylights, 
plug loads, key performance indicators, fault detection and diagnostics, Sensitivity Analysis, 
FDD, FirstView, Plug Load Guide 
 

Please use the following citation for this report: 

Higgins, Cathy. (New Buildings Institute). 2013. Evidence‐Based Design and Operations. 
California Energy Commission. Publication number: CEC‐500‐2014‐062‐APP. 
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Introduction The goal of this study is to compare the magnitude of energy impact that 

modifi cations to design, operation and tenant behavior characteristics 

have on total building energy use. The DOE/NREL mid-size offi ce 

prototype was used as a representative building type for this analysis. A 

set of 28 distinct building features was identifi ed representing physical and 

operational characteristics of buildings that affect total building energy 

use. For each characteristic, a range of performance values was identifi ed 

representing poor, baseline and good practice with respect to building 

energy performance. These values were determined from a range of 

published building characteristic studies, fi eld research currently underway 

and professional judgment. The impact on total building energy use was 

evaluated as each variable was modifi ed from low to high performance 

individually, while all other characteristics were kept at the baseline 

performance level. To more accurately represent interactive effects, good 

and poor practice packages of measures were also analyzed to represent 

various combinations of these strategies. The analysis was conducted 

using weather data from 16 different cities to represent the range of 

climate types identifi ed by DOE/ASHRAE for US design criteria. The work 

was completed jointly by Ecotope and New Buildings Institute (NBI). 

Results of this analysis are summarized in the overview below and in the 

accompanying report. 
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Overview
Although nearly everyone interacts with buildings on a daily basis, if 

you were to ask most people about building energy effi ciency, the vast 

majority would describe physical features like insulation, effi cient HVAC 

and lighting, or alternative energy systems. The perception in the market 

is that the responsibility for building energy performance is in the hands 

of architects and engineers and is relatively set once the building is 

constructed. This perception represents a signifi cant barrier to broad 

societal goals to substantially improve building energy performance and 

refl ects an extremely inaccurate perception of how buildings work. In 

fact, a signifi cant percentage of building energy use is driven directly 

by operational and occupant habits that are completely independent of 

building design, and in many cases these post-design characteristics can 

have a larger impact on total energy use than many common variations in 

the design of the building itself.

This study was designed to try to quantify the degree to which operational 

energy-use characteristics affect building energy use and compare these 

variables to the relative impact of what are typically considered building 

design characteristics. While the results of this study are informative to 

the design community in prioritizing energy strategies for buildings, they 

have even more signifi cant implications on how buildings are operated 

and occupied and on how design teams should communicate information 

about building performance to building owners, operators and occupants. 

The results of this study can provide a broader perspective on how 

buildings use energy and on what aspects of building energy performance 

deserve more attention in design, operation and policy strategies.

The analysis demonstrates the relative impact of a range of variables 

affecting building design and operation on building energy performance. 

These variables include physical features of the building; HVAC, lighting 

and control system characteristics and effi ciencies; operational strategies; 

tenant behavior characteristics; and climate, all of which affect building 

energy use. For each variable, a baseline condition was defi ned based on 

typical building characteristics. A range of outcomes that represent good 

and poor responses to these variables was identifi ed. All of the variable 

ranges used in this study are based on research and fi eld observations 

of actual building performance characteristics that can be found in 

the building stock today; they do not represent extreme or theoretical 

conditions.
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Energy Modeling One of the most important design tools used to make informed decisions 

about energy effi cient design strategies is energy modeling software. 

Energy models are used to decide between energy performance features 

and options, to demonstrate code compliance, to qualify for utility 

incentive payments, to target specifi c high-performance goals and even to 

distribute responsibility for energy bills among tenants. Energy modeling 

was used in this study to compare the signifi cance of the building 

characteristics evaluated here. However, in practice, energy modeling is 

seldom an accurate prediction of actual building energy use outcome. 

Conventional energy modeling is typically only used to tell part of the 

story of building performance, and the results of energy modeling are 

often misinterpreted in the context of actual outcome. The results of this 

study demonstrate that energy modeling can be more accurate and more 

informative if greater attention is paid to the operational characteristics of 

the building. The study therefore has implications for improving modeling 

accuracy. These results also serve as a way to prioritize various building 

performance upgrades even before a modeling exercise is undertaken.

Energy codes have been widely adopted to set a minimum performance 

level for building energy effi ciency. Recently, a great deal of attention and 

effort has gone into developing and adopting increasingly stringent energy 

code requirements. However, energy codes only regulate certain aspects 

of building performance; this study demonstrates that there are signifi cant 

opportunities for building performance improvement in aspects of building 

energy use not currently regulated by code. The study also demonstrates 

that there are opportunities for climate-based improvements in code 

strategies that would be more effective than some of the current climate-

neutral regulations in the codes. The results of the study also highlight 

areas where additional code improvements in currently regulated areas 

might be effective.

The design community (architects, engineers, government and supporting 

organizations) has widely adopted aggressive goals for building 

performance improvement over time. For example, the 2030 Challenge 

prescribes that all new commercial buildings will achieve net-zero annual 

energy use by 2030, with signifi cant improvements in the existing building 

stock in the same time frame. These goals have led to signifi cant attention 

on high-performance building design strategies, along with the growing 

realization that building design characteristics alone cannot achieve 

these goals. A key focus of this study is on the ‘operational variables’ 

Codes

Operation/Occupancy
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that affect building performance after the building is designed, built 

and occupied. While design characteristics have a signifi cant impact 

on long-term building energy use, building maintenance, operation and 

occupancy strategies are absolutely critical to the long-term performance 

characteristics of buildings. The results of this study show that a range 

of occupancy factors can result in a range of impacts on energy use that 

equal or exceed the signifi cance of many design decisions on building 

energy use. This demonstrates how critical it is to engage building 

operators and tenants in any long-term strategy to manage and improve 

building energy performance.

It is intuitive that climate and weather conditions affect building energy 

use, but the degree to which climate itself is impacting building 

performance characteristics is not always obvious in the design process. 

For example, designers often target reduced lighting loads as an energy 

effi ciency strategy but seldom recognize how much more critical this 

strategy is when buildings are located in a cooling climate as opposed to 

a heating-dominated building where the lights are contributing useable 

heat to the building. This analysis was conducted for 16 different climate 

zones, representing the range of climates identifi ed by ASHRAE as 

distinct. The results of this study provide perspective on how the relative 

importance of different effi ciency strategies varies by climate. This 

information not only serves to focus design strategies on more critical 

issues but can also inform improvements to code and incentive programs 

that support improved building performance.

A set of 28 building characteristics was identifi ed to represent the 

variables analyzed in this study. These characteristics represent a key 

set of features and operational characteristics that impact building 

energy use and can be broken down into three categories: design 

variables, operating characteristics and tenant behavior impacts. In 

the operating characteristics category, some of the variables identifi ed 

represent proxies for the anticipated impacts of a set of operation and 

maintenance practices on system performance. In these cases proxies 

were used because the modeling software could not specifi cally address 

O&M issues. For example, a variation in duct static pressure was used 

to represent the impact of clogged air fi lters from poor maintenance 

practices as well as duct design characteristics.

For each performance variable, a baseline condition was identifi ed to 

represent a typical building stock characteristic. A low and high range was 

Climate Response

Defi ning the Measures
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also identifi ed for each variable to represent relatively poor and very good 

design/operating practices for each case. These performance values were 

gathered from a variety of reference sources, including CBECS, the Pacifi c 

Northwest Baseline Analysis, ongoing PIER research and other research 

and fi eld studies. (Additional information about sources can be found in 

Appendix A.)

Defi ning the low- and high-performance ranges for each variable is a 

key aspect of this study. In the case of variables with large impacts, the 

defi nition of the range itself can signifi cantly alter the conclusion, while for 

other variables the results are less dependent on the range assumptions. 

For example, the presence of even a small data center has a huge impact 

on total building energy use, so assumptions about data center operating 

characteristics become critical to the analysis. On the other hand, the 

range of outcome for heating equipment effi ciency is less signifi cant and 

bound by the availability of equipment in the marketplace. The relative 

range of outcome shown for each variable therefore represents not only 

the importance of this variable to overall building performance but also the 

importance of understanding the nature of these loads and characteristics 

in the design process.
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Table 1. Variable List and Range

Category Variable Low Performance Base Case High Performance

Envelope

Building Area 
(SF)

52,630 52,630 52,630

Number of 
Floors

3 3 3

Thermal 
Zoning

Core zone w/4 perimeter 
zones on each fl oor

Core zone 
w/4 perim-
eter zones on 
each fl oor

Core zone w/4 perimeter 
zones on each fl oor

Perimeter 
Zone Depth

15' 15' 15'

Floor to Floor 
(ft)

13' 13' 13'

Floor to 
Ceiling (ft)

9' 9' 9'

Aspect Ratio 
& Orientation

N/S 2.5-1 E/W 1.5-1 S E/W 2.5-1

Mass Wood frame (no slab) 4" slab 12" slab

Insulation R-11 metal frame ASHRAE 
90.1-2007 
Seattle

ASHRAE 189

Glazing Area 60% 33% 20%

Shading NONE NONE FIXED 3' horizontal

SHGC 0.76 0.38 0.15

Glazing U 0.93 0.48 0.28

Air Tightness 0.013 0.29 0.62

Occupancy

Occupant 
Density

130 SF/Person 200 SF/Per-
son

400 SF/Person

Occupant 
Schedule

16 Hour WD + 12Hour 
SAT

12 Hour WD + 
6 Hour SAT

8 Hour WD + 4 Hour SAT

Plug Loads 2.0 w/SF 0.75 w/SF 0.4 w/SF

Plug 
Schedule

80% on at Night 40% on at 
Night

5% on at Night

Data Center 1.5 % of fl oor area, 100 
w/SF

NONE 1.5% of fl oor area, 35 w/
SF
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HVAC HVAC 
System

VAV RTU, DX cooling, 
Gas Preheat, standard 
VAV boxes, w/electric 
heat at the perimeter 
boxes

Single Zone 
PRTU w/DX 
cooling & gas 
heat

GSHP: Single zone 
water-air heat pumps with 
vertical ground loops. 

Ground loop sizing: 32 
min LWT, 95 Max LWT

HVAC 
Distribution

PRTU W/ UFAD:

1. Supply fan static 
.25"

2. Supply air temp 
62 F

3. Lighting heat 
load to plenum

Equest 
defaults for 
over-head, 
plenum return. 

PRTU w/radiant w/vent 
fan:

1. Supply fan static 
= 0

2. Ventilation air 
provided with ex-
haust fans sized 
for max vent load 
with 1.0" of static

Heat 
Effi ciency

PRTU .72 AFUE PRTU .78 
AFUE

PRTU .88 AFUE

Cool 
Effi ciency

PRTU .37 EIR PRTU .31 EIR PRTU .307 EIR

Heat 
Recovery

None None Counter Flow Enthalpy 
Wheel. Adds 0.054 w/
CFM to Supply Fan

Ventilation 27.3 CFM/Person 21 CFM/
Person

14.7 CFM/Person w/DCV 
(eQuest Defaults)

Fan Energy 0.498 w/CFM 0.376 w/CFM 0.358 w/CFM

HVAC Sizing 3.0 AUTOSIZE 2.0 AUTO-
SIZE

1.0 AUTOSIZE

Lighting Lighting LPD 1.3 w/SF 1.0 w/SF 0.7 w/SF

Lighting 
Control

60% on at Night Time Clock Tracks Occupancy



8 nbi: new buildings institute  |  Sensitivity Analysis

Operations Daylight 
Controls

None None Continuous Dimming 
to 30 FC 10% Min Turn 
Down Ratio. 93% of 
Lighting on Dimming 
Controls. 3% Skylight in 
Top Floor Zones

Economizer None PRTU: 50% 
Max OA Flow

PRTU: 85% Max OA fl ow

Thermostat 
Settings

Tight range w/o setback: 

74 Cool 

72 Heat

ASHRAE 
55 base w/
setback:

76 Cool (6am 
to 8pm), 
78 Set-up 
unoccupied

70 Heat 
(6am-8pm), 
65 Set-back 
unoccupied

ASHRAE 55 expanded:

80 Cool (6am-8pm), 82 
set-up unoccupied

68 Heat (6am-8pm), 60 
Set-back unoccupied

Other Direct Loads 104 parking spots, or 
23,712 SF @ .3 w/SF = 
7.1 kW, 15 HP Elevator w/ 
standard offi ce elevator 
schedule, 5.4 kW Misc 
loads for fans, façade 
lighting, etc (on exterior)

52 parking 
spots, or 
11,856 sf @ 
.3 w/SF = 
3.6 kW, 15 
HP elevator 
w/ standard 
offi ce elevator 
schedule, 
3.6 kW Misc 
loads for 
fans, façade 
lighting, etc 
(on exterior)

No parking, 15 HP el-
evator w/standard offi ce 
elevator schedule, 1.8 
kW Misc loads for fans, 
façade lighting, etc (on 
exterior)
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When viewed graphically, the results of this analysis provide a quick, 

intuitive understanding of the relative signifi cance of the building 

characteristics considered. Figure 1 (page 10) shows an example of 

the data output for a single city, Chicago. Each building characteristic 

is represented by a single bar on the chart, listed individually along the 

X-axis. Values on the Y-axis represent the impact on total building energy 

use of the changes to the measure listed at the bottom of the graph. 

Values below zero (green bars) on the Y-axis represent reduced energy 

use from the high-performance option for that variable, while values 

above zero (gold bars) represent increased energy use associated with 

the low performance option. For certain building variables, such as shade 

coeffi cient, the sign of the energy savings may change from positive to 

negative between climate types. Subsets of this graph, and those for other 

cities, are presented throughout this report. (A full set of graphs for all of 

the cities analyzed can be found in Appendix B.)

This analysis describes the energy impacts of a range of building 

physical features and operational practices, representing the energy 

use characteristics of buildings in use. It is therefore anticipated that the 

performance of existing buildings could also be considered in the context 

of this analysis. More specifi cally, it might be possible to use this analysis 

to predict what aspects of existing buildings are having a signifi cant effect 

on total building energy use. This information might also help inform the 

priorities of fi eld investigation into performance of existing buildings. An 

exploration of this applicability is being conducted by NBI under a separate 

research project.

Sample Results Summary

Application to Existing 
Buildings
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Fi gure 1. Measure Energy 

Sensitivity for Chicago
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This project began as an attempt to quantify the impact of building 

performance variables that are outside the scope of the typical design 

process and to demonstrate the relative impact of these factors on 

annual energy use in buildings. The analysis grew in part out of frustration 

with the disparity between energy modeling performance predictions 

by construction industry design professionals in forums like LEED and 

real-life energy use data reported in various databanks such as CBECs. 

Additionally, published energy simulations of the impact of improvements 

in various energy codes have tended to predict very low average energy 

use intensities compared to actual performance outcome. Another goal of 

the analysis is to better understand which aspects of building performance 

that are within the scope of the design team have the greatest impacts on 

energy use. These issues lead to several fundamental questions:

1. What building performance factors, including design, operational 

and tenant variables, represent the most signifi cant impacts on 

potential building energy use?

2. How do these impacts vary by climate?

3. Which of these impacts are typically considered in the design and 

modeling process, and which are not?

4. What does the relative magnitude of the measure impacts 

evaluated suggest about processes and priorities in design, 

modeling and building operation?

By better understanding the energy impacts of design variables, it is 

possible to focus design efforts and resources on issues with the largest 

potential energy benefi t. At the same time, energy modeling could be 

improved if some common reasons why energy models fail to accurately 

predict performance outcome can be identifi ed. And better understanding 

of the potential impacts of operation strategies and tenant behavior can 

inform changes in the industry to help buildings perform better.

A set of 28 variables was identifi ed to represent the range of building 

features in this analysis. The variables represented a series of building 

characteristics that can be affected by design strategies, operational 

practices and tenant behavior. The impact of climate was also represented 

by comparing results in different cities. 

In selecting the modeling inputs to mimic various aspects of building 

systems, an effort was made to bracket the range of values found in real-

world buildings. The sensitivity of building energy use for each variable 

was determined by establishing a baseline, high-performance and low-

Setting up 
the analysis

Variable Selection and 
Modeling Procedure
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performance condition for each variable. Some variables, such as Solar 

Heat Gain Coeffi cient, actually switched from high to low performance 

depending on the climate. The ranges for each variable were modeled 

individually, across each of the 16 climates. For instance, to determine the 

effect of glazing area on building energy use, the model was run with a 

low value for the window-to-wall ratio (20%) and a high value (60%) while 

keeping the rest of the baseline inputs constant. With 28 variables, some 

of which only had a “low” or a “high” option, the fi nal simulation ended up 

requiring 848 individual runs. This would be an onerous task if performed 

manually, so the DOE2.1E batch processing tool was used along with a 

spreadsheet automation tool developed for use with eQUEST.

The fi rst goal of the analysis was to identify the relative impact of each 

variable in isolation. (Although the modeling analysis did account for 

the impact of each change on the performance of other systems.) This 

approach doesn’t capture the full range of possible combinations of 

modeling inputs, as each variable is compared individually to the baseline. 

Because some synergistic combinations of variables might be missed with 

this approach, several packages of variables were modeled to address 

each of the following areas directly1:

Commissioning And Maintenance

� Heat Effi ciency

� Cool Effi ciency

� Ventilation

� Fan Energy

� Economizer

� Combined Setpoint Range & Setback

Commissioning, Maintenance And Operations

� Occupant Schedule

� Plug Loads

� Plug Schedule

� Heat Effi ciency

� Cool Effi ciency

� Ventilation

� Fan Energy

� Economizer

1 Appendix D shows the values used for modeling schedule inputs for the base-

line runs.
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�  Lighting Control

� Combined Setpoint Range & Setback

Operations Only

� Occupant Schedule

� Plug Loads

� Plug Schedule

� Lighting Control

Daylighting

� Orientation/Aspect

� Glazing Area

� Shading

� Glazing U

� Daylight Controls

Design and HVAC System

� Orientation/Aspect

� Mass

� Envelope Insulation

� Glazing Area

� Shading

� Glazing U

� Air Tightness

� Lighting LPD

� R Glazing, controls

� System/Distribution

� DCV

� Fan Energy

� HVAC Sizing

HVAC System Only

� System/Distribution

� DCV

� Fan Energy

� HVAC Sizing
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The packages were developed by splitting the different modeling inputs 

into groups that were defi ned by whether they were controlled by the 

design team, the mechanical engineer specifi cally, occupant behavior 

patterns, or operator maintenance practices and commissioning. Some 

of the inputs overlapped between the packages, as they could be used 

to represent multiple areas. For instance, fan power was adjusted in both 

the Design packages and the CX+M packages as it could represent either 

duct design or maintenance practices. 

The variables analyzed, and the range of values for each are shown in 

Table 1 in the Overview section above, and in Appendix A. 

Defi ning the baseline was a relatively straightforward process. The 

National Renewable Energy Laboratory (NREL) has developed a suite 

of 16 “benchmark” Energy Plus models that cover a range of building 

types, from small offi ces to fast food restaurants, that are intended to 

represent 70% of the commercial building stock in the U.S.2 Updates to 

the original benchmark buildings were released in 2009, adjusting some of 

the inputs to the models. These prototypes have been developed to allow 

comparisons between results of different simulation studies. For this study, 

the medium offi ce prototype was selected as a basis for the analysis. This 

prototype aligns with previous work done by NBI in developing the Core 

Performance Guide and with recent code performance analysis work. 

Although this analysis used the NREL Benchmark prototype as a starting 

point, baseline variables were modifi ed in some cases to align with other 

data sets we consulted as representative of standard practice. 

The basic geometry of the benchmark medium offi ce building is shown in 

Table 23 and was held constant throughout the simulation process except 

for the aspect ratio and window-to-wall ratio, which were varied for two of 

the sensitivity runs.

2 P. Torcellini, M. Deru, B. Griffi th, K. Benne, DOE Commercial Building Bench-

mark Models. ACEEE Summer Study on Energy Effi ciency in Buildings, 2008.

3 NREL, Building Summary Medium Offi ce New Construction (benchmark-new-

v1.2_4.0-medium_offi ce_si).

Prototype Description And 
Variable Range 
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BUILDING GEOMETRY
Total Area 53625 ft^2

Number of Floors 3  
Aspect Ratio 2:1  
Floor to Floor Height 13 ft

Floor to Ceiling Height 9 ft

Window to Wall Ratio 0.33  

Figure 2 shows an image from the NREL documentation of the envelope. 

The NREL benchmark models vary the thermal properties of the envelope 

to match the ASHRAE 90.1 code values for each climate. This study 

simplifi ed the modeling process by using the same thermal properties 

across all 16 climates. As described above, three values were chosen 

for each variable to represent a low-performance, base case and high-

performance building. The low-performance envelope values were 

selected using data collected in the development of the 2002 Northwest 

Commercial Baseline Study performed by Ecotope.4 The dataset included 

a sample of offi ce buildings from the Pacifi c Northwest; the 10th and 90th 

percentile envelope values were used for most of the thermal properties of 

the various “low-performance” envelope constructions. The glazing u-value 

was chosen to represent single pane with a thermally broken aluminum 

frame. The 90.1-2007 values were used for the base case building, 

4 David Baylon, M. Kennedy and S. Borelli. Baseline Characteristics of the Non-

Residential Sector in Idaho, Montana, Oregon, and Washington. Prepared for 

the Northwest Energy Effi ciency Alliance. October 2001.

Ta ble 2. Building Geometry

F igure 2. Building Geometry for 

Offi ce Prototype



16 nbi: new buildings institute  |  Sensitivity Analysis

assumed to be nominally code compliant new construction. ASHRAE 189 

values were used for the high-performance building thermal properties. 

Table 3 shows the values used as modeling inputs in the envelope 

variables.

THERMAL PROPERTIES
Variable Low Performance Base Case High Performance

Mass wood frame (no slab) 4" slab 12" slab

Insulation 
Levels

R-11 metal frame 
walls
R-19 steel framed roof
No slab insulation

ASHRAE 90.1-2007 
Seattle

ASHRAE 189

Shading NONE- SHGC: .38 NONE- SHGC: .38
FIXED 3' HORIZON-
TAL, SHGC: .38

SHGC SHGC: .76 SHGC: .38 SHGC: .15

Glazing U 0.93 0.48 0.28

Air Tightness 
(ACH)

0.62 0.29 0.01

 

The prototype building internal gains are shown in Table 4. Plug loads 

were assumed at 0.75 W/SF for the base case. This value was used in 

some versions of the NREL analysis and aligns with current fi eld work on 

plug loads being conducted by NBI. The baseline lighting load comes from 

ASHRAE 90.1-2007 table 9.5.1. The low- and high-performance values 

used in the analysis were the 90th and 10th percentile values from the 2002 

baseline study. 

INTERNAL GAINS
Variable Low Performance Base Case High Performance

Plug Loads 2 W/SF 0.75 W/SF 0.4 W/SF

Lighting Loads 1.3 W/SF 1.0 W/SF .7 W/SF

Occupant Density 130 SF/Person 200 SF/Person 400 SF/Person
 

The original benchmark models had 8-hour occupancy, plug-load, lighting 

and HVAC schedules. This analysis used a 12-hour day as the baseline, 

as it seemed more realistic based on NBI and Ecotope’s experience with 

T able 3. Thermal Properties

 Table 4. Internal Gains
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real-world buildings. In the version 1.3_5.0 medium offi ce models, the 

benchmark operating hours were also increased to 12, in part to address 

the difference between the benchmark modeling EUI predictions and 

actual billing data.5 A “low” energy use variant was included for the plug, 

lighting and occupancy schedules based on 8 daily hours of operation; 

a “high” energy use option used 16 hours of operation. Plug-load and 

lighting schedules were also modeled independently to determine the 

impact of leaving lights and computers on at night. Space temperature 

schedules were varied to show the impact of night setback and 

temperature settings. (Appendix D can be referenced for more detail on 

the various schedules used in this analysis.) 

This analysis also focused on the effect of system type on EUI in addition 

to various other energy effi ciency measures. Three systems were included 

as one of the sensitivity variables: 

1. Single-zone packaged rooftop units with DX cooling and gas heat

2. VAV system with DX cooling and gas heat in the rooftop unit with 

electric heat in the boxes

3. Single-zone water to air heat pumps with ground loop heat 

exchanger

After looking at the most common system in the Commercial Baseline 

study, the single-zone packaged rooftop unit system was chosen to 

represent the baseline system, as it was the most common in the 

commercial sample for buildings similar in size to the benchmark medium 

offi ce building.6 

Table 5 shows the basic modeling inputs for the system. Appendix A has 

additional detail for low and high performance input ranges, and includes 

data sources for the modeling inputs.

5 Email correspondence dated 12/13/2010 between Kristin Field @ NREL and 

Morgan Heater @ Ecotope.

6 David Baylon, M. Kennedy and S. Borelli. Baseline Characteristics of the Non-

Residential Sector in Idaho, Montana, Oregon, and Washington. Prepared for 

the Northwest Energy Effi ciency Alliance. October 2001.
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HVAC System Modeling Inputs
Variable Name Base Case Input

Systems/Zone 1

HVAC System Type Pkgd Single Zone (PRTU)

Sizing Ratio 2

Fan Control Constant (Occupied Hrs)

Supply kW/cfm 0.000376

Min Supply Temp (F) 55

Max Supply Temp (F) 120

Cool Sizing Ratio 1

Cooling EIR 0.31

Cooling Performance Curves eQUEST Defaults

Humidity Control (RH)* 50%

Heating Sizing Ratio 1

Heating AFUE 0.78

Heating Performance Curves eQUEST Defaults

Economizer Control OA Temperature

Economizer High-limit (F) 65

DCV No

Water-side Econ No

Heat Recovery No

Baseboard Heat No

Evaporative Cooling No

*Only included for cities located in ASHRAE’s “humid” climate zones

eQUEST uses the DOE2.2e simulation engine which, while being a widely 

used tool, has several limitations that make it diffi cult to model certain 

systems in a batch process where hundreds of runs are automated. In 

particular, workarounds using eQUEST to model alternative distribution 

systems such as radiant and under-fl oor air supply are particularly 

cumbersome and diffi cult to implement with the batch processing tool. 

It is also very diffi cult to automate links between humidity control and 

climate. The options for humidity control methods are limited to reheat 

for packaged single-zone systems and systems with chilled water coils. 

 Table 5. HVAC System Modeling 

Inputs

Modeling Limitations
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Heat recovery systems are applied to 100% of the supply air fl ow, which 

makes modeling heat recovery on exhaust and outside air diffi cult. 

The single most glaring lack when developing the models was the diffi culty 

in locating good baseline data to determine the range of modeling inputs 

for each modeling variable. Modelers without access to Ecotope’s various 

sources of information, from industry contacts to baseline audit data, 

would fi nd it very diffi cult to determine the correct values for their building. 

There were several steps taken in this analysis to limit the scope to 

simplify the amount of data produced and make the modeling more 

straightforward. This was due partly to time constraints, but it was also 

because it was unclear if the approach would generate interesting results. 

One of the most fundamental simplifi cations was only comparing each 

variable’s impact to the baseline rather than modeling every combination 

of inputs. It is possible that interesting synergies of inputs that create 

lower energy options than the “package” models have been missed. Also, 

there is a chance that educational synergistic high energy use options 

haven’t been addressed. The output data from a full range of possible 

combinations could also be used to produce a web-based tool that would 

allow design teams or building occupants to play with various building 

energy variables to get a sense of what combinations of measures would 

have the most impact on reducing energy use. 

A few things became clear during the energy model development process 

for the sensitivity analysis:

1. Energy modeling HVAC system defaults can have drastic impacts 

on energy use.

2. Data on real-world ranges for schedules, occupancy and internal 

gains in buildings, particularly plugs loads, is diffi cult to come by and 

not widely agreed upon. 

3. Broad data sets on real-world energy end-uses in buildings are also 

not current or widely available.

4. The DOE 2.2 simulation engine does not deal well with non-

standard distribution systems for batch processing analysis.

Energy modeling software default assumptions can have large impacts 

on energy end-use. A useful second sensitivity analysis would focus on 

modeling defaults to determine which can potentially have the largest 

effect on outcome if the values used are incorrect. 

Recommended Additional 
Research
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Regular research needs to be performed for a large sample of offi ce 

buildings in a widespread range of climates with several different HVAC 

system types to determine accurate plug loads and end-use breakdowns. 

This data could be used to improve energy modeling accuracy and 

also help explain the widespread differences between energy modeling 

predictions and billing data. This data needs to be distributed in a 

format and forum that is easy for energy modelers and building science 

researchers to access.

Fan energy is a large portion of annual HVAC energy use, especially in mild 

and cooling-dominated climates. Alternative distribution systems such as 

raised fl oor or radiant systems can reduce or nearly eliminate this portion 

of the HVAC energy end-use. These variations are not well supported by 

this modeling tool; in order to determine the real potential impact of these 

technologies, the simulation must be performed with software that can 

accurately predict performance. 
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Observations 
on Results

Building and System 
Designers

There are many implications of an analysis of this type on building design 

and operation, code and policy, and performance analysis strategies. This 

report has chosen to focus on a subset of these implications for a more 

thorough discussion. In particular, a key aspect of this work is to identify 

the degree to which different parties are responsible for on-going building 

energy performance. Although the market generally assigns responsibility 

for building energy performance to the design team, this study shows that 

operational and tenant practices have a very signifi cant impact on building 

energy use, and this issue is discussed more fully in the following section.

The analysis also suggests there are a range of climate-driven performance 

features that are not fully recognized in current design practice or in the 

energy codes that regulate these features. A more thorough discussion of 

some of these climate-based design implications is also provided below.

Generally, primary responsibility for building energy performance 

is ascribed to the design team, and it is true that the features and 

systems designed into the building have a critical role in overall building 

performance. In this analysis, design variables can be broken into three 

categories: envelope, HVAC system and lighting system features. The 

design team is responsible for determining the characteristics of these 

variables and thus sets the stage for the long-term performance of the 

building. But many of the features designed into the building must also 

be operated and maintained properly, so there is overlap between design 

variables and operational impacts.

The envelope variables modeled in this analysis are generally in the control 

of the architect. For this analysis, these included insulation levels, glazing 

amount and glazing properties, as well as thermal mass. Also in this 

category is building air tightness, since careful construction details need 

to be developed in order to produce an airtight building. The commonly 

accepted industry belief is that offi ce buildings are dominated by internal 

loads, even in heating climates, and envelope improvements beyond code 

aren’t cost effective. In actuality, this study shows that envelope effi ciency 

can have a dramatic impact on overall energy use in all climates. Wall, roof 

and fl oor insulation levels alone can have large impacts on overall energy 

use in heating-dominated climates (±10%).

Glazing U-value improvements and glazing area reductions show savings 

across all climates. Glazing area has a particularly large impact. Increasing 

glazing from a base case of 33% to 60% of the wall area increases overall 

energy use by more than 10% in all climates. Glazing U-value is very 

important in heating climates, causing energy use to increase by about 
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15% by going from a high quality double glazed window to a single-pane 

window. Glazing U-value is less important in cooling-dominated climates 

(Phoenix, Atlanta, etc.). Decreasing the SHGC only saves energy in 

cooling-dominated climates and actually increases energy use in heating-

dominated climates by limiting useful solar gain. This indicates that energy 

code regulations enforcing low SHGC values across all climates may be 

counterproductive.

Increasing mass in buildings surprisingly saves energy in all climates, even 

if there isn’t a large diurnal temperature swing in the heating season (e.g. 

Seattle, San Francisco). Mass extends the amount of time before the 

systems have to turn on to maintain the setback temperatures and buffers 

the extreme daily temperatures, thus reducing HVAC energy use.

Building air tightness also saves energy in all climate zones. Tight building 

construction has received a great deal of attention in the residential sector 

in the last 20 years, and a signifi cant amount of research has been done 

to understand the issue. However, this aspect of building effi ciency has yet 

to gain much attention in the commercial building industry. The common 

belief is that the mechanical systems in offi ce buildings are typically 

balanced to create a small amount of positive pressure in the building, 

thus eliminating infi ltration as an energy issue. This is almost certainly not 

the case in practice, but there is very little existing research upon which 

to draw. This analysis used high and low infi ltration values from a yet-

to-be-published study currently underway in the Pacifi c Northwest.7 It is 

unclear to what degree this range represents common practice, because 

widespread representative data simply does not exist.

Finally, in the category of factors controlled by the architect, this study 

examined the effect of orientation and massing, or aspect ratio. When 

modeled in isolation, the ideal aspect ratio is 1 to 1, or a square, because 

the surface-area-to-fl oor area ratio is the smallest (smallest UA). Solar 

gain and daylight utilization can have signifi cant impacts on building 

performance, but in order for the orientation of the glazing and the aspect 

ratio of the building to save energy, the measure has to be implemented in 

concert with other measures such as daylighting and glazing optimization 

or passive solar design. Therefore changes to the aspect ratio in isolation 

do not accurately refl ect the anticipated energy impact of this variable. To 

address this, some packages representing measure combinations were 

evaluated, as discussed in the following section.

7  Gowri, Winiarski, Jarnagin. “Infi ltration Modeling Guidelines for Commercial 

Building Energy Analysis” Sept. 2009.
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While modeling of building envelope variables is relatively simple, well 

developed and well understood, modeling of HVAC system effects 

is much less reliable. Modeling programs include numerous hidden 

assumptions and shortcuts for attempting to describe the control and 

performance of these systems under varying conditions. There is a trade-

off between keeping the modeling input requirements simple enough to 

be understood and manageable by a wide range of modelers and making 

them detailed enough to more closely capture the actual performance. 

In an analysis such as this which specifi cally tries to attribute impacts to 

individual measures, these hidden assumptions can have unanticipated 

impacts on the results. Much more research is needed to fully develop the 

performance curves and ideal modeling parameters for a wide range of 

system and equipment types.

The selection of HVAC system type, distribution type, equipment and 

duct sizing, system effi ciency, and ventilation damper settings and control 

strategies are all controlled by the HVAC system designer and have a huge 

impact on the energy use of the building. This study included comparison 

of a baseline packaged rooftop single-zone gas system (PRTU) compared 

to a high-effi ciency ground source heat pump system (GSHP) and a 

variable air volume system with terminal electric reheat (VAV). In addition, it 

examined the relative distribution effi ciency of overhead ducts, under-fl oor 

air distribution or radiant hydronic distribution with natural ventilation. 

The impact of HVAC system variables is very sensitive to other variables 

such as fan power, internal heat gain and occupancy levels. Ground-loop 

heat exchanger systems with water-to-air heat pumps saved energy in 

all climates, but the effect was greater in heating climates. VAV systems 

increased the energy use in all dry climates due to increased re-heating 

demands and fan energy. Energy use for VAV systems shows a savings in 

humid climates due to the ability of VAV systems to be set up to capture 

heat from the air conditioning system to reheat air during dehumidifi cation. 

The greatest increase is shown in hot dry climates where fan heat from 

VAV operation increases cooling loads. However, this result is very 

sensitive to fan power, internal gain, humidity setpoint and minimum 

primary air-fl ow settings. Note also that this analysis treats gas and electric 

heat equally so it does not address energy cost or carbon impacts of fuel 

and system choices.

Heating and cooling equipment effi ciency improvements caused the 

expected energy savings across all climates. This is a relatively small 

impact on overall energy use of the building except in the extreme 

climates. Increasing the ventilation rate also predictably uses more energy 

across all climates, but more so where outside air needs tempering to 

match interior conditions. 
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Duct sizing or fan power mimicked the internal gain variable results with 

increased fan power using more energy except in extremely cold climates 

where the fan heat was off-setting the relatively less effi cient gas heating. 

Right-sizing HVAC equipment saved energy across all climates. Larger 

HVAC systems use more fan energy and have reduced part-load effi ciency 

impacts for heating and cooling. This result is sensitive to system type. On 

a VAV system with variable speed fan control, over-sized fans have smaller 

impacts on the energy use. 

Lighting measures modeled included reduced installed lighting power as 

well as lighting controls from occupancy and daylight sensors. Lighting 

energy impact differs greatly in different climates. In cooling climates, extra 

energy used for lighting not only increases the lighting energy budget, 

but also increases the HVAC cooling energy budget. In heating climates, 

lighting savings are signifi cantly diminished because savings in lighting 

energy require an increase in heating energy. The lighting power measures 

are relatively easy to model; however, daylight availability and controls are 

not well developed within eQUEST, and there is disagreement about the 

accuracy of results.

Decisions about lighting power density are fully under the control of the 

designers, but while the existence of control systems are the responsibility 

of the designers, the ultimate effectiveness of the lighting controls are 

more in the hands of building operators and occupants. While the 

absence of good lighting controls certainly reduces the potential for 

effi cient building operation, the presence of controls alone is no guarantee 

of effi ciency.

Although this analysis focuses on the impact of individual measures 

relative to each other, it is also useful to consider the cumulative 

impacts of variables within the control of different building performance 

participants. To address this, certain packages of measures were 

combined to represent the range of performance that might be expected 

from a combination of design, operating or tenant behavior decisions (see 

description of measure bundles beginning on page 12).

Building envelope, HVAC and lighting systems are the primary areas 

where the design team can impact the building effi ciency. Taken together 

as a package, best practices in envelope and lighting design can save 

about 40% of total building energy use; poor practices can increase 

energy use by about 90% in all climate zones. When the effects of HVAC 

system selection are added, best design practices can lead to about a 

50% savings, and worst practices can lead to a 60-210% increase in 

Bundling Design Impacts
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Occupant, Operations and 
Commissioning Effects

Figure 3. Relative Impact of All Variables 

Controlled by Design Team 

energy use, depending on climate (as shown in Figure 3). Although some 

of the design variables listed in the poor performance category represent 

strategies that do not meet current codes, examples of all of these 

strategies can be found in existing buildings, or in new buildings built in 

areas with limited energy code enforcement.

A huge fraction of the energy use of a commercial offi ce building is not 

controlled by the building designers, but rather is driven by building 

operators or occupants. A key goal of this study is to quantify the building 

energy use impacts associated with operations and tenancy. From the 

analysis, it is clear that post-construction building characteristics can have 

a major impact on total building energy use, and these variables must be 

considered in the context of successfully managing and reducing building 

energy use. There are also implications for the design process if the team 

wants to successfully deliver a high-performance building.

The range of post-construction building performance factors considered 

in this analysis include occupant density and schedule, plug and portable 

equipment loads and use habits, and maintenance and operational 

practices. Some of the variables, such as fan energy use and lighting 

controls, can be considered design variables as well but may also 

represent proxies for building operational characteristics, such as poor fi lter 
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Figure 4. Impact of Variables 

Associated with Commissioning, 

Operations and Maintenance

Fig ure 5. Impact of Variables Controlled 

by Tenants Only
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maintenance. In general, these variables can be further divided into those 

impacted primarily by operational practices, like fan energy, and those 

impacted by occupant behavior, such as plug-load density and night use. In 

some cases such as occupant schedule, temperature setpoints and lighting 

control effectiveness, the variables can be affected by both groups. 

While some non-design aspects of buildings are controlled primarily by the 

occupants, others are controlled by the building operators, maintenance 

staff, the controls programmer or commissioning (or lack thereof). The 

variables assumed by this study to be in this category include HVAC 

systems setpoints and schedules, economizer operation, ventilation 

controls and settings, and to some degree HVAC system effi ciency and 

fan power (in that these variables can act as surrogates for adequate 

maintenance and balancing of the HVAC system).

As shown in Figure 4, best practices in this area are shown to reduce 

energy use 10-20% across all climate zones. In contrast, bad practices in 

this area can increase energy use 30-60%. 

The design team may be able to affect these loads by incorporating 

building operations and maintenance staff into the design process so 

they better understand building operation, or by developing effective 

building operations and training programs in conjunction with building 

commissioning and start-up procedures.

On the tenant side, the behavior of building tenants also has a signifi cant 

impact on overall building energy use. Figure 5 below shows the impact 

on total building energy use of variables directly controlled by the tenants 

such as schedules, increased plug loads, poor management of night plug 

loads and lighting controls. Tenants are seldom in a position to recognize 

the direct impact they have on total building energy use. The installation 

of submetering and energy-use dashboards can contribute to effective 

strategies to help tenants understand and reduce their energy use.

Taken together, the combined impacts of operation, maintenance and 

tenant behavior practices represent the potential for a substantial impact 

on overall building energy use. Figure 6 shows the combined impact of 

these variables by climate type.

Tenant Impacts

Combined Post-Construction 
Impacts

Building Operations
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Figure 6. Impact of All Variables of 

Operation and Tenants Combined

As with other internal gain type loads, occupant and operator factors are 

less important in signifi cantly colder climates (Fairbanks, Duluth, Chicago, 

Minneapolis) since the loads themselves offset some of the energy needed 

to heat the building. The impact of these factors is greatest in cooling 

climates since, like lighting energy, the increase in internal loads requires 

additional HVAC energy. In cooling climates, the occupant and operations 

effects together can increase building energy use from 80-140%, or 

conversely reduce energy use by about 30% in comparison to the typical 

baseline building.

The design team has the largest potential impact on total building energy 

use, and many of the decisions by the design team about building features 

also determine the degree to which operators, and to a lesser degree 

tenants, can successfully manage their own behaviors to achieve effi cient 

building performance. It is also clear from the graph that once the building 

is constructed, the potential impact of operations and tenants has a much 

greater potential to adversely impact building energy use than to improve 

upon the original design characteristics.
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To deliver high levels of energy effi ciency, building design and operations 

must be refl ective of the particular climate. The results of the modeling 

runs offer important insights into the impact of various measures in 

different climates. The following sections discuss the results of the study 

in four different climate zones: Seattle as a mild maritime climate, Chicago 

as a cold climate, Phoenix as a dry hot climate, and Atlanta as a moist 

hot climate. The following pie charts show the distribution of energy end 

uses in the base case building model in the various climates. The most 

obvious difference is in the fraction of energy going to space heating and 

space cooling. Note that the amount of energy going to plug loads or 

miscellaneous electric loads (MELs) and lights is nearly identical, but the 

percentages vary somewhat due to a varying total.

Climate-Responsive 
Approach

PHOENIX: BASE

28.0%
21.1%

22.2%

6.7%
0.1%

20.3%
1.1%

0.6%

Figure 7. Base Case Energy End Use 

Breakdowns for Four Representative 

Climates
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The base case building with a PRTU heating system in Seattle has an EUI 

of about 60KBtu/SF/yr. The pie chart energy end use graph for Seattle 

shows where the energy is being used. Nearly 50% is used for the HVAC 

system, with the most energy going to heating (28%) and fan energy 

(17%). Note that cooling accounts for only about 3% of the total energy 

use. Lighting and plug loads (MELs) each account for about 22% of the 

energy use.

The base case building in Phoenix has an EUI of about 61KBtu/SF/yr, 

nearly identical to Seattle. However, the energy end use graph for Phoenix 

is much different than the graph for heating-dominated Seattle. HVAC 

energy still accounts for about 50% of the energy use, but space heating 

represents less than 1%. Cooling, on the other hand, represents 28% of 

all energy used in the building. Lighting and MELs are about the same 

fraction as they were in Seattle. This indicates that the impact of measures 

effecting heating and cooling will be much different in the two different 

climates.

In Atlanta the HVAC energy is also about 50% of the total. Surprisingly, 

heating uses more energy than cooling. This is due to the fact that the 

heat is provided by gas at an effi ciency of 80% while the cooling is 

supplied by a much higher effi ciency refrigeration cycle. Also, heating is 

used in Atlanta for the dehumidifi cation process.

Chicago is the most extreme thermal climate shown, with HVAC energy 

responsible for about 60% of the total energy use and a base EUI of 

80KBtu/SF/yr. It is obvious from the graphic that measures targeting 

heating savings will have the biggest impact, while cooling, lighting, and 

plug-load reductions will be less important.

Seattle has a relatively mild maritime climate characterized by a long, cloudy 

cool winter and a very mild summer with very few hours over 80F. As such, 

Seattle is heating dominated in terms of energy use, even in a relatively 

dense commercial offi ce building. This has been widely misunderstood 

by much of the region’s architectural and building community, who have 

assumed that offi ce buildings are always cooling dominated, regardless 

of climate. This likely stems from confusion between peak load and 

annual energy use. The sizing of the HVAC system for an offi ce building in 

Seattle is likely to be driven by the peak cooling load requirements of the 

building. However, those peak cooling loads are experienced for only a 

very few hours each year. The building is in heating mode for a much larger 

percentage of the time, so heating dominates the annual energy use. 

Seattle – Moderate 
Heating Climate
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Envelope:

The graph of relative impacts of envelope variables in Seattle shows a 

relatively signifi cant impact of all insulation measures, but very little impact 

for building orientation, shading or Solar Heat Gain Coeffi cient. One 

interesting result is that there is still a signifi cant amount of energy savings 

to be had through insulation exceeding current code levels (a reduction of 

15% of total building energy use). This is in contrast to what many in the 

building industry believe about current envelope energy codes.

Figure 8. Seattle Envelope 

Measure Impacts

Another interesting result is that lower SHGC (0.38 to 0.15) actually causes 

buildings in Seattle to use more energy due to the reduction of useful 

solar gain in the winter. This indicates that regulating low SHGC in heating 

climates may be counterproductive. 
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Lighting:

Since Seattle is a heating climate, there are no large gains to be made 

from better lighting or lighting controls beyond current code. This is 

because lighting savings during the heating season must be made up with 

additional heating energy. Signifi cant lighting savings are only achieved 

during the non-heating season.8 

Occupancy and Operations:

An interesting aspect of the Occupancy variable graph for Seattle is 

that there is much more on the gold side of the graph then on the green 

side. This shows that occupancy variables can add a signifi cant amount 

of energy use to the building (data center, plug loads and thermostat 

settings), but it is much more diffi cult to obtain real savings below baseline 

from occupant choices. While high plug loads and a data center can add 

a signifi cant amount of energy use to the building, much of the added 

energy offsets heating in the winter, so we will see a much larger impact of 

these measures in the cooling climates.

Note also that the assumptions about occupant behavior in the analysis 

refl ect a somewhat optimistic baseline where controls work well and 

occupants are conscientious about turning off equipment in unoccupied 

hours. Less optimistic assumptions about base case behavior might alter 

the magnitude of savings or energy penalty relative to the zero baseline 

but will not change the overall signifi cance of this behavior on total building 

energy use.

Thermostat settings have the largest impact of any measure for heating-

dominated climates, with poor control resulting in a 35% increase in 

energy use and optimal controls resulting in a 12% savings over baseline. 

This indicates that signifi cant focus should be devoted to occupant 

education and controls design in respect to thermostat controls and 

scheduling. Typical commercial programmable thermostats are diffi cult for 

the typical offi ce worker to understand, and the clocks and setbacks are 

rarely optimally programmed except by the more sophisticated building 

operators.

8 Note that this result is dependent on the heating system used. If electric heat 

or natural gas is used, then added lighting energy directly offsets heating for 

much of the year. However, if a high-effi ciency heat pump system is used 

to provide heating, then lighting savings during the heating season become 

much more apparent.
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HVAC:

HVAC design decisions in a heating climate such as Seattle can have 

a huge impact on overall building energy use, both on the positive and 

negative side. The largest impact is on the selection of the HVAC system 

itself. Variable air volume (VAV) systems with terminal electric reheat in fan-

powered terminal boxes has become the standard system for medium and 

large offi ce applications in this region. In the Seattle climate, a VAV system 

will cause the building to use about 20% more energy than the same 

building with Packaged Rooftop Units (PRTU). VAV works well in cooling-

dominated buildings as it can simultaneously supply a large number 

of zones with varying heating and cooling needs. However, in heating-

dominated buildings VAV uses a great deal of heating energy as the central 

system supplies a minimum amount of cool air to the VAV boxes to meet 

minimum ventilation requirements, and electric coils in the boxes must 

Figure 9. Seattle 

Occupancy and 

Operations Measure 

Impacts
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then reheat the air to provide heating in the zones.9 In contrast to the 20% 

increase due to a VAV system, a ground-source heat pump-based system 

(or inverter-driven air source heat pump) can cause the building to use 

over 20% less energy than the base case building due to the high COP of 

a heat pump system.

HVAC system sizing can also have a signifi cant impact on energy use 

in a heating climate, causing a 10% increase or decrease in the overall 

energy use. This is primarily the result of increased fan energy associated 

with larger equipment. Note that this has less of an effect in a heating-

dominated climate using a standard 80% effi cient gas furnace since 

increases in fan energy provide useful heating energy during the heating 

season.

Ventilation quantity and heat recovery also show small but signifi cant 

impacts in this heating-dominated climate, as does HVAC distribution and 

heating effi ciency.

Other:

Miscellaneous direct loads were used to model exterior lighting for parking 

lots or parking garages, elevators, fans, etc. These loads can have 

about a +/-5% impact on the energy use of a building in Seattle for our 

assumptions about typical loads.10 

9 Note that the predicted performance of the VAV system is very sensitive to 

modeling inputs related to minimum air settings on the VAV boxes, supply air 

reset temperaturesand internal gains.
10 Note that with poor design or specialized equipment requirements these mis-

cellaneous loads could be quite large. For example a landscape water feature 

with large pumping requirements or a cell tower or satellite repeater on the 

roof.
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Figure 10. Seattle HVAC 

and Other Measure 

Impacts
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Phoenix is used to demonstrate the impact of measures in a hot and 

dry climate. The weather is very sunny with a long hot summer. Phoenix 

typically experiences very large diurnal swings between daytime and 

nighttime temperatures. Temperatures can drop in the winter, but the vast 

majority of the very cold hours are at night when the ventilation systems 

are turned off. 

Phoenix: Hot Dry Climate

Figure 11. Phoenix 

Envelope and Lighting 

Measure Impacts

Envelope:

The envelope insulation variables are much less important in a cooling 

climate such as Phoenix than in a heating climate like Seattle. The 

signifi cant envelope variables are all related to the glazing system and 

control over solar load. Large amounts of glazing can increase energy use 

by 15%, and less glazing and good solar shading can each save about 

7% of the building energy. Varying the SHGC, which had almost no impact 
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in Seattle, can affect the energy use by about +16 to -7% in Phoenix 

due to the impact on solar heat gain. High mass construction, which 

yielded signifi cant gains in Seattle, did not show large savings in Phoenix 

due to the lack of heating load. However, the model did not attempt to 

capture the effect of night venting, which could effectively reduce cooling 

load in Phoenix with a high mass building due to typical low nighttime 

temperatures.

Lighting:

Lighting measures have a much larger impact in Phoenix than in colder 

climates. Not only do they not provide any useful heating energy to the 

building, but almost every BTU of lighting energy put into the building 

becomes heat energy which must be removed with the cooling system.

Occupancy and Operations:

Plug loads can increase the energy use of a building by 50% in Phoenix 

and are in the control of the occupants. Likewise, data centers are an 

increasingly common component of building operation and can come in 

many shapes and sizes. For this analysis we included a small data center 

representing about 1.5% of the total fl oor area, with an equipment load in 

that space of 100 w/sf. 

The way the building occupants manage these two areas of building loads 

can overshadow many decisions made by the design team in relation to 

building envelope insulation, mass, shading and orientation. Furthermore 

it shows that modeling estimates of energy use will be completely wrong if 

the modeler does not have an accurate estimate of these loads. 
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HVAC:

The impact of radiant cooling (HVAC Distribution) in Phoenix is very 

important and can reduce energy use in the building by 25%. This is 

primarily due to the large reduction of fan energy which also decreases 

cooling energy. The combination of a ground-source heat pump with 

radiant cooling could reduce energy use of the building by over one-

third. Similarly, HVAC sizing has a larger impact in Phoenix than in cooler 

climates due to the impact of additional fan energy on cooling load.

Figure 12. Phoenix 

Occupancy and Operations 

Measure Impacts
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Figure 13. Phoenix HVAC 

and Other Measure 

Impacts
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Since Atlanta does have a signifi cant heating load and requires 

dehumidifi cation, measures to reduce heating load and infi ltration show 

up as important. Note that this is driven strongly by the choice of HVAC 

system. The base case PRTU does not perform well in a climate requiring 

signifi cant dehumidifi cation; for the PRTU to dehumidify it must cool the 

entire airstream and then reheat it as needed (with gas in this analysis) 

to serve the space. The VAV system functions much better in Atlanta 

because the air conditioning system can be arranged to recapture the 

heat from the dehumidifi cation process to reheat the air. This can be seen 

in the following graphic of the measure impacts in the Atlanta climate. The 

HVAC System variable shows only positive impacts because the base 

case system is the least effi cient. 

The HVAC Distribution variable shows a huge negative impact associated 

with going to an under-fl oor air system. This is due to the fact that the 

under-fl oor air is delivered at a higher temperature, so much more energy 

is needed to reheat the air during dehumidifi cation. This anomaly is a result 

of the selection of a PRTU as the base case system. It can be ignored in 

this case since it is unlikely that under-fl oor air would be used with PRTUs 

in a humid climate such as Atlanta. Note that the energy use of the HVAC 

systems is very sensitive to the humidity setpoint. 50% RH was selected 

here as the industry standard, but large savings are available by increasing 

this setpoint to 60-75%RH.

Where insulation, airtightness and mass had almost no impact in Phoenix, 

they have a notable impact in Atlanta because of the heat load of the 

base case building. In the areas of occupant and operator control, the 

two climates look similar except that thermostat settings are much more 

important in Atlanta than in Phoenix, again due to the impact of the 

heating load. 

Atlanta: Warm Moist Climate
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Figure 14. Atlanta 

Measure Impacts
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Chicago is a much more extreme heating climate than any of the others, 

with nearly 6,500 heating degree days. As shown in the earlier pie charts 

of energy end uses, heating is 40% of the base building energy use in 

Chicago. As a result, the measures affecting heating energy will potentially 

have the greatest savings. The graph of measure impacts for Chicago is 

similar to the graphs for Seattle, the other heating climate shown. Some 

of the pronounced differences are that heat recovery and airtightness are 

much more important, and controlling data center and plug loads is less 

important due to the colder winter temperatures and higher heating loads. 

The HVAC Distribution variable shows a large negative impact of under-

fl oor air in Chicago. This is again due to the large cost of reheating air to a 

warmer delivery temperature for dehumidifi cation with the PRTU system. 

Note that while VAV is a poor energy choice in Seattle, it is a better system 

in Chicago due to the ability to reheat with the air conditioning system for 

dehumidifi cation.

Chicago: Cold Climate
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Figure 15. Chicago 

Measure Impacts
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The measures evaluated do not operate independently, with the exception 

of the direct loads (loads external to the building that do not impact 

heating or cooling). All of the other measures affecting internal gains in the 

building interact strongly with heating and cooling energy use. Every KWH 

of electricity used to power a computer or light a lamp ends up as heat in 

the space and is either providing useful heating or increasing the cooling 

demands.

Measure Interactions

SEATTLE: BASE
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Figure 16. Seattle Plug 

Load Interactions

The magnitude of the interaction will be driven by the heating system 

type. For example, in the base case building the heating is provided by a 

gas furnace at 80% effi ciency. Therefore, in the context of this analysis, 

measures that reduce plug loads in a heating climate like Seattle are 

not highly effective since during much of the year the reduction in plug 

load energy must be made up by even more energy use from the lower 

effi ciency gas furnace. This is demonstrated in the pie charts; reducing the 

plug loads causes the heating energy to expand.

This equation changes if the heat is being provided by a heat pump 

system with a COP of 3 or better. In the case of heat pump heating, the 

reduced lighting or plug heat is made up by a heating system operating at 

much higher effi ciencies so real energy savings are achieved year-round.
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The following table shows the Energy Use Index (EUI) in KBtu/SF/yr for 

each of the climates shown above.

Climate Seattle Phoenix Atlanta Chicago

Base Case (PRTU) 
EUI (KBtu/SF/yr)

60 61 65 80

These results may appear slightly lower than typical buildings for a variety 

of reasons. The model predicts energy use from idealized new buildings; 

the entire envelope functions per code, the building shape is very simple 

with a relatively low surface-area-to-volume ratio, all setpoints and 

schedules are exactly as specifi ed and everything works as designed. In 

the real world things never function quite so perfectly. 

The modeled EUI’s for Seattle and Phoenix are particularly low due to the 

selection of the base case HVAC system. The PRTU functions much better 

in a heating climate than the more common VAV system. The table below 

shows the EUIs with a VAV system. Note that the energy use for Atlanta 

and Chicago do not change, but energy use in Seattle and Phoenix rises 

signifi cantly. While less effi cient, VAV systems have gained favor with HVAC 

designers in offi ce buildings due to their ability to provide independent 

zone control.

Climate Seattle Phoenix Atlanta Chicago

VAV       
EUI (KBtu/SF/yr)

68 76 65 79

The EUI predicted for the Seattle building with VAV system compares 

favorably to a recent survey of new commercial buildings in the Pacifi c 

Northwest. In that study, the average EUI in offi ce buildings built between 

2002-2004 was 72KBtu/SF/yr.11

11 Baylon, David; D. Robison, and M. Kennedy. Baseline Energy Use Index of the 

2002-2004 NonResidential Sector: Idaho, Montana, Oregon, and Washington. 

December 2008. Prepared by Ecotope Inc. for the Northwest Energy Effi ciency 

Alliance.

Energy Use Index (EUI): 
KBtu/SF/yr

Table 6. Base case  Energy 

Use Index (EUI) for Four 

Representative Climates

Table 7. Energy Use Index 

(EUI) for Four Representative 

Climates with VAV Systems
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Recent energy code development cycles by the IECC, ASHRAE 90.1, 

and various regional jurisdictions have targeted substantial effi ciency 

increases of up to 30% more stringent than code baselines from only 

a few years ago. These signifi cant stringency increases are a response 

to aggressive policy goals such as the 2030 Challenge which targets 

improvements in new building effi ciency of 50% better than a CBECS 

2003 baseline by 2010, increasing to net zero by 2030. But the potential 

impact of increased code stringency is limited by three important factors: 

1) The amount of energy savings available from improvements to any 

given building component is limited, 2) not all physical components 

of buildings are regulated by code, and most importantly 3) code 

language and enforcement mechanisms are focused on building physical 

characteristics, but a signifi cant portion of building energy use is driven 

by operational characteristics and tenant behavior. The results of this 

analysis demonstrate the importance of all of these issues in considering 

future increases in code stringency. To continue to increase building 

performance outcome through energy code improvements, the following 

three strategies will need to be considered.

Require Better Components

Each cycle of code development considers increases in the performance 

requirements of those aspects of buildings already regulated by codes. 

These may include higher insulation requirements, better glazing, lower 

lighting power densities, and a range of other performance enhancements. 

The results of this study show that there are still specifi c performance 

improvements available from continued tightening of these requirements, 

such as in the area of envelope insulation and air tightness. However, the 

amount of energy savings that can be obtained by increased component 

effi ciency for any given building component is limited. As insulation 

values increase for example, the amount of energy lost through the 

building envelope is reduced, and each subsequent increase in insulation 

performance affects a smaller and smaller portion of total remaining 

building energy use. In this study, the end-use pie charts help demonstrate 

the theoretical limit to which improvements can be made to any given 

building component to achieve additional savings. At the same time, the 

potential for additional savings from improvements to specifi c components 

is shown by the magnitude of savings indicated in the measure bar 

charts. For example, it can be seen that continued improvement in 

building insulation performance can yield additional savings. In this case 

the values represented by the high-performance option are the insulation 

performance levels identifi ed in the proposed ASHRAE 189 code 

standard. From this analysis, these insulation performance levels would 

Energy Codes
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result in signifi cant additional energy savings. However it is also clear from 

these results that continued increases in the stringency requirements on 

components currently regulated by the code may not represent the largest 

potential energy performance improvements available.

Regulate More Components

Not all physical components of the buildings are regulated under current 

code practice. Figure 17 below highlights those components analyzed 

in this study which are currently within the scope of codes, and those 

which are not. For example, there are signifi cant savings to be had from 

better HVAC system selection, but current codes tend to be system-

neutral, allowing the design team to select from HVAC systems with 

higher or lower effi ciency without penalty. Even when projects are using 

energy modeling to compare their design strategy to a baseline building, 

system alternatives are often not considered as a basis for performance 

improvements beyond code.12 In the case of glazing area, codes do tend 

to require increased thermal performance as window area increases, 

but they do not specifi cally limit glazing areas, nor do the increases in 

thermal performance in current codes fully make up for the adverse energy 

performance impact of increased glazing area. 

12 A more comprehensive discussion of these issues can be found at http://new-

buildings.org/sites/default/fi les/Future_of_Codes-ACEEE_Paper.pdf 
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Figure 17 shows the variable sensitivity graphic for one of the cities in this 

analysis (Seattle). This graphic indicates which aspects are fully or partly 

regulated by code (black and grey arrows) and which aspects of building 

performance are not regulated by energy codes. Signifi cant unregulated 

components are highlighted with blue arrows. From this graph it is clear 

that additional savings opportunities are available in the regulated and 

partially regulated aspects of code, but signifi cant savings opportunities 

exist that are currently outside the scope of energy codes.

Expand Codes to Include Post Construction Characteristics

Current code structures only regulate physical features of the building 

which can be addressed during the design and construction process. 

Once the building is completed, the manner in which the building is 

operated and occupied is not within the scope of current energy codes. 

Figure 17. Components 
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This represents an increasingly signifi cant limitation to the ability of 

energy codes to affect building energy use, especially at the aggressive 

performance targets being set for codes.

In this analysis, the relative impact of post-construction variables is 

compared to the kinds of effi ciency strategies more commonly considered 

in the design process. A key fi nding of this study is just how signifi cant 

occupancy factors are relative to design features. It is clear that in order 

to achieve more aggressive code targets, codes will increasingly need to 

address post-construction energy loads. This represents a substantial 

change to code and enforcement structures as increasingly higher building 

performance outcomes are targeted.
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While the set of building features and characteristics generated in 

the design process have a major impact on total building energy use, 

operational and tenant characteristics also have signifi cant impact. 

This analysis shows that long-term, signifi cant reductions in building 

energy use will require signifi cant attention to post-construction building 

characteristics and operation that are currently outside the scope of 

energy codes, policy initiatives, and general perceptions in the building 

industry.

The study also demonstrates that while there remain opportunities for 

further improvement in energy code stringency within current code 

structure, new mechanisms and code structures will be needed to capture 

savings from some of the larger remaining savings streams in building 

performance. 

There is also an opportunity for more attention to climate-specifi c impacts 

on building performance, with a goal of improving the degree to which 

building design and operation responds to specifi c climate conditions.

The information generated by this work can be used to guide design and 

energy modeling priorities, and to help educate the design community 

about strategies to improve long-term building operation. At the same 

time the information can serve to educate building operators and tenants 

on strategies to reduce building energy use, and as a basis for codes and 

policies that focus on signifi cant energy savings opportunities that exist 

downstream of the building design process.

Summary
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Variable List and Range

Appendix A: Variable List and Range

Category Variable Low Performance Base Case High Performance References

Envelope

Building Area 
(SF)

52,630 52,630 52,630 1

Number of 
Floors

3 3 3 1

Thermal 
Zoning

Core zone w/4 perimeter 
zones on each fl oor

Core zone 
w/4 perim-
eter zones on 
each fl oor

Core zone w/4 perimeter 
zones on each fl oor

1

Perimeter 
Zone Depth

15' 15' 15' 1

Floor to Floor 
(ft)

13' 13' 13' 1

Floor to 
Ceiling (ft)

9' 9' 9' 1

Aspect Ratio 
& Orientation

N/S 2.5-1 E/W 1.5-1 S E/W 2.5-1 1,9

Mass Wood frame (no slab) 4" slab 12" slab 1

Insulation R-11 metal frame ASHRAE 
90.1-2007 
Seattle

ASHRAE 189 2,9,14

Glazing Area 60% 33% 20% 1,9

Shading NONE NONE FIXED 3' horizontal 2

SHGC 0.76 0.38 0.15 2

Glazing U 0.93 0.48 0.28 2

Air Tightness 0.013 0.29 0.62 1,15

Occupancy

Occupant 
Density

130 SF/Person 200 SF/Per-
son

400 SF/Person 1,16

Occupant 
Schedule

16 Hour WD + 12Hour 
SAT

12 Hour WD + 
6 Hour SAT

8 Hour WD + 4 Hour SAT 1,7

Plug Loads 2.0 w/SF 0.75 w/SF 0.4 w/SF 1

Plug 
Schedule

80% on at Night 40% on at 
Night

5% on at Night 1

Data Center 1.5 % of fl oor area, 100 
w/SF

NONE 1.5% of fl oor area, 35 w/
SF
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HVAC HVAC 
System

VAV RTU, DX cooling, 
Gas Preheat, standard 
VAV boxes, w/electric 
heat at the perimeter 
boxes

Single Zone 
PRTU w/DX 
cooling & gas 
heat

GSHP: Single zone 
water-air heat pumps with 
vertical ground loops. 

Ground loop sizing: 32 
min LWT, 95 Max LWT

9

HVAC 
Distribution

PRTU W/ UFAD:

1. Supply fan static 
.25"

2. Supply air temp 
62 F

3. Lighting heat 
load to plenum

Equest 
defaults for 
over-head, 
plenum return. 

PRTU w/radiant w/vent 
fan:

1. Supply fan static 
= 0

2. Ventilation air 
provided with ex-
haust fans sized 
for max vent load 
with 1.0" of static

Heat 
Effi ciency

PRTU .72 AFUE PRTU .78 
AFUE

PRTU .88 AFUE 3, 13

Cool 
Effi ciency

PRTU .37 EIR PRTU .31 EIR PRTU .307 EIR 4, 11, 12

Heat 
Recovery

None None Counter Flow Enthalpy 
Wheel. Adds 0.054 w/
CFM to Supply Fan

20

Ventilation 27.3 CFM/Person 21 CFM/
Person

14.7 CFM/Person w/DCV 
(eQuest Defaults)

1

Fan Energy 0.498 w/CFM 0.376 w/CFM 0.358 w/CFM 6

HVAC Sizing 3.0 AUTOSIZE 2.0 AUTO-
SIZE

1.0 AUTOSIZE

Lighting Lighting LPD 1.3 w/SF 1.0 w/SF 0.7 w/SF 5,9

Lighting 
Control

60% on at Night Time Clock Tracks Occupancy 17
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Operations Daylight 
Controls

None None Continuous Dimming 
to 30 FC 10% Min Turn 
Down Ratio. 93% of 
Lighting on Dimming 
Controls. 3% Skylight in 
Top Floor Zones

Economizer None PRTU: 50% 
Max OA Flow

PRTU: 85% Max OA fl ow 8

Thermostat 
Settings

Tight range w/o setback: 

74 Cool 

72 Heat

ASHRAE 
55 base w/
setback:

76 Cool (6am 
to 8pm), 
78 Set-up 
unoccupied

70 Heat 
(6am-8pm), 
65 Set-back 
unoccupied

ASHRAE 55 expanded:

80 Cool (6am-8pm), 82 
set-up unoccupied

68 Heat (6am-8pm), 60 
Set-back unoccupied

1

Other Direct Loads 104 parking spots, or 
23,712 SF @ .3 w/SF = 
7.1 kW, 15 HP Elevator w/ 
standard offi ce elevator 
schedule, 5.4 kW Misc 
loads for fans, façade 
lighting, etc (on exterior)

52 parking 
spots, or 
11,856 sf @ 
.3 w/SF = 
3.6 kW, 15 
HP elevator 
w/ standard 
offi ce elevator 
schedule, 
3.6 kW Misc 
loads for 
fans, façade 
lighting, etc 
(on exterior)

No parking, 15 HP el-
evator w/standard offi ce 
elevator schedule, 1.8 
kW Misc loads for fans, 
façade lighting, etc (on 
exterior)

18, 19
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Appendix B: Measure Impact by Climate
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Appendix C: End Use by Climate

ATLANTA: BASE

16.8%19.8%

20.8%

6.3%

0.2%
13.6% 1.3%

21.3%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

ALBUQUERQUE: BASE

10.5%
21.4%

22.5%

6.8%
0.3%

18.5%

18.6%

1.5%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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BALTIMORE: BASE

11.5%
17.8%

18.5%

5.6%

0.2%
12.4%

32.7%

1.2%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

BOULDER: BASE

6.3%
18.8%

19.8%

6.0%

0.3%

16.4%

31.0%

1.4%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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CHICAGO: BASE

7.9%
16.0%

16.8%

5.1%

0.3%

11.6%
0.3%

41.2%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

DULUTH: BASE

3.3%

12.5%

13.1%

4.0%

9.5%0.3%
56.3%

1.0%
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FAIRBANKS: BASE
0.7%

9.4%

9.9%
3.0%

9.1%
0.2%

66.8%

0.9%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

HELENA: BASE

3.2%

15.9%

16.7%

5.0%
13.8%0.3%

44.0%

1.2%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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HOUSTON: BASE

23.0%17.5%

18.4%

5.5%
11.8%

0.1%

22.7%

1.0%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

LAS VEGAS: BASE

22.2%22.3%

23.4%

7.0%

20.6%

0.2%

3.0%
1.3%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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LAS VEGAS: BASE

22.2%22.3%

23.4%

7.0%

20.6%

0.2%

3.0%
1.3%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

MIAMI: BASE

28.5%16.7%

17.6%

5.3% 12.2%
0.0%

0.9%

18.9%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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PHOENIX: BASE

28.0%
21.1%

22.2%

6.7%
0.1%

20.3%
1.1%

0.6%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

MINNEAPOLIS: BASE

6.8%14.0%

14.7%

4.4%
10.6%0.2%

1.1%

48.3%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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SEATTLE: BASE

3.3%

21.5%

22.5%

6.8%

0.3%

16.6%

27.5%

1.5%

Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights

SAN FRANCISCO: BASE

4.2%

26.6%

28.0% 8.4%

19.6%

0.2%

1.8%11.2%
Space Cooling

Space Hea�ng

DHW

Vent Fan

Pumps & Aux

Ext. Lights

MELs

Lights
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Appendix D: Baseline Schedules

Schedule Day of Week 1 2 3 4 5 6 7 8 9

Basic Lighting Schedule WD 0.2 0.2 0.2 0.2 0.2 0.2 0.5 0.9 0.9

Sat 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.3

Sun, Hol, Other 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

Winter Design 0 0 0 0 0 0 0 0 0

Summer Design 0.2 0.2 0.2 0.2 0.2 0.2 0.5 0.9 0.9

Base Equipment Schedule WD 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9 0.9

Sat 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.4 0.4

Sun, Hol, Other 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

Winter Design 0 0 0 0 0 0 0 0 0

Summer Design 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9 0.9

Base Occupancy Schedule WD 0 0 0 0 0.1 0.2 0.3 0.95 0.95

Sat 0 0 0 0 0 0 0.1 0.1 0.3

Sun, Hol, Other 0 0 0 0 0 0 0 0 0

Winter Design 0 0 0 0 0 0 0 0 0

Summer Design 0 0 0 0 0.1 0.2 0.3 0.95 0.95
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10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.5 0.3 0.3 0.2 0.2 0.2 0.2

0.3 0.3 0.3 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.5 0.3 0.3 0.2 0.2 0.2 0.2

0.9 0.9 0.8 0.9 0.9 0.9 0.9 0.9 0.5 0.4 0.4 0.4 0.4 0.4 0.4

0.5 0.5 0.5 0.5 0.35 0.35 0.35 0.35 0.35 0.3 0.3 0.3 0.3 0.3 0.3

0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3 0.3

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.9 0.9 0.8 0.9 0.9 0.9 0.9 0.9 0.5 0.4 0.4 0.4 0.4 0.4 0.4

0.95 .095 .095 0.5 0.95 0.95 0.95 0.95 0.95 0.3 0. 0.05 0.05 0.05 0.05

0.3 0.3 0.3 0.3 0.1 0.1 0.1 0.1 0.1 0.1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0.95 0.95 0.95 0.5 0.95 0.95 0.95 0.95 0.95 0.3 0.1 0.05 0.05 0.05 0.05
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ABSTRACT   

This report describes New Buildings Institute’s (NBI) investigation of metered key performance 

indicators (KPI) for commercial building energy use. These are indicators that can be observed or 

benchmarked using more detailed system-level meter data beyond whole-building energy data. This is the 

last stage of work that began with applying a whole-building approach for energy-use feedback including 

NBI’s monthly FirstView™ analysis which drives the greatest possible guidance from readily available 

monthly energy bills.  Subsequent stages used more time- and labor-intensive onsite audits, along with 

computer modeling, to supplement the broad whole building findings. This report summarizes the  

installation of  additional system metering downstream of the whole-building meters to investigate what 

KPIs can be observed and benchmarked, what they indicate, and how energy performance reviews can be 

enhanced while still using only limited additional metering. 

The report describes the results from two office buildings outfitted with system-level metering to 

calculate KPIs.  Designers are the primary audience, followed by operators and tenants. Where possible, 

KPIs were benchmarked using data from NBI’s building performance database to expand the 

comparisons.  

The findings show that calculated system-level KPIs can reveal superior or inferior performance of 

certain aspects of design, operations and tenant behaviors.  These KPIs can also be used to ensure that 

buildings compared using whole-building methods are similar in their design, operations and occupancy 

to improve the reliability of conclusions. Since the definition of each ‘system’ is crucial to the usefulness 

of the KPIs, or any other system-level metrics, the paper provides those used for the research and 

highlights the need for coordination among policymakers and practitioners on consistent definitions of 

metering, application and performance metrics. The report includes potential market intersection 

pathways for this useful set of system-level KPIs within a broader scope of indicators and building 

performance assessments. 

Please use the following citation for this report: 

Harris, D. and Higgins, C. 2012.  Key Performance Indicators – Field Metering Study and Energy 
Performance Feedback. California Energy Commission, PIER Energy‐Related Environmental Research 
Program.  CEC-500-08-049. 

Keywords: Energy Key Performance Indicators, Energy KPIs, Building Performance Feedback, System-

level Metering, energy metrics 
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1. INTRODUCTION 

NBI conducted this research under Task 2.4 of the PIER Evidence-based Design and Operations Program 

to identify key performance indicators (KPI) representing major and consistent variables affecting 

building energy use.  The research intent was to distinguish a set of KPIs that provide intuitive and 

impactful feedback from a minimum of metering points and develop a feedback format that is 

understandable and actionable.  

In the preceding tasks we examined KPIs for commercial building energy performance using different 

methods: whole-building energy analysis, detailed sensitivity analysis modeling, and site visits and 

assessments. Table 1 shows a summary of this work. In each stage we gathered a greater level of detail, 

reducing the number of buildings from the initial analysis as the depth of analysis increased. 

Table 1:  Summary of Stages in the KPI Project 

Task Analysis Type Methods Number of buildings 

Previous Project Research: 

2.2 
Whole Building Energy 

Analysis 
FirstView; Portfolio Manager 22 

2.3 Site Visits 
Owner Reports, Building Audits / 

Interviews 
12 

2.4.1 Sensitivity Analysis Energy modeling 

n/a on bldg count: 

28 energy features analyzed 

across 16 DOE climate 

zones 

(SF for CA) 

This Report: 

2.4.4 System Level KPIs System metered analysis 2 

 

Our conclusions from these earlier stages pointed to certain KPIs based on observations of commercial 

building attributes and the correlating monthly utility metered data or results of the sensitivity modeling. 

The current stage of work sought to use a greater level of detail through system-level metering on 2-4 

buildings to expand the KPIs beyond whole-building metrics.  

The report describes the results of the system-level metering in two office buildings: a 14,000 SF office in 

Oakland, California and a 5,500 SF office in Vancouver, Washington. NBI used gross square footage for 

analysis in both cases. The selection criteria was based on finding a suitable tenant with high performance 

systems in place, a good distribution between electric and fuel, and a suitable panel and metering points at 

the system level within the project budget. Although the design community considers it ‘good practice’ to 

disaggregate electric loads by system type (i.e. lighting, plug loads, HVAC), it remains common  to have 

an intermingling of loads on shared circuits, resulting in many of the initial buildings requiring too many 

meters to realistically capture the defined system.  

In a commercial building, the ‘system’
1
 refers to an aggregate total of all usage, electric or fuel, by a 

particular class of equipment. Frequently used categories are plug loads, lighting and HVAC, with 

additional categories depending on the definer. We addressed this issue of defining system loads in 

Section 4 .We collected system loads by installing submeters (advanced interval meters downstream of 

the main utility meter) at key points in the building where the system loads were aggregated.  

                                                      
1
 The term “end use” is also sometimes used but we use “system” throughout this work. 
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The system-level KPIs in this stage of the project serve to inform the designers, operators/owners and 

tenants
2
 (the DOTs) and were looked at in two ways: 

(1) How do these KPIs directly inform designers, operators and tenants? 

(2) How do these KPIs help classify buildings for more accurate whole-building analysis? 

As an example of item 2, Portfolio Manager and FirstView use monthly data which does not reveal how 

many hours per day the building is used or how much equipment is inside the building. Short-interval 

system-level data in theory can yield information about tenant schedule, amount of equipment and 

lighting, and overall what kinds of loads are in the building. This data can be used to ensure one is 

comparing “like-type” buildings when using whole-building analysis methods. 

When looking at system-level KPIs to directly inform designers, operators or tenants, NBI focused on 

creating KPIs that could be benchmarked against other buildings, a design model, or compared against 

historical performance. We intentionally limited the detail of these KPIs to avoid replicating the 

functionality of more complex Energy Management Information Systems (EMS) that provide day-to-day 

feedback to building operators, or tenant dashboards that provide tenant feedback on usage. Instead, we 

sought to define KPIs that could be used in the absence of, or employed by, these platforms in addition to 

their highly specialized calculations to maintain operational performance.  

As follow-on to this report, the graphics and narrative of the KPIs will be modified in market-centric 

presentation materials. These will be a part of the final stage of the research to develop feedback tools, 

methods and recommendations on building energy performance from the whole-building level through to 

KPIs.  

To better understand the context of the research, we begin by describing how the analysis drives down 

through successive levels (i.e. whole building to system and potentially further to individual pieces of 

equipment) to enhance the performance conclusions for a particular building. 

This report presents the research, findings and conclusions in the following sections:   

1. Introduction 

2. Driving from Whole-Building to System Meter Analysis 

3. Project Sites for System Level KPI Development 

4. System-Level Metering, Capabilities, and Definitions  

5. System-Level Key Performance Indicator Results : Designer, Operator, Tenant 

6. Site Conclusions 

7. Summary and Market Pathways  

8. Next Steps 

2. DRIVING FROM WHOLE-BUILDING TO SYSTEM METER ANALYSIS 

As shown in Table 1, NBI’s work under the PIER Evidence-based Design and Operations program has 

progressed from a low to a high level of detail to examine methods of summarizing useful findings of 

                                                      
2
 Tenants and Occupants are used interchangeably in this report 
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good or bad commercial building energy performance. NBI’s analysis has also progressed from whole-

building analysis, using annual energy numbers, through the use of weather- and time-normalized 

analysis using the FirstView tool to peer past the whole-building meters into underlying heat transfer and 

energy use. The system-level KPIs described below are the final stage but also seek to inform the higher 

level analysis. 

The relationship of the various methods to one another and to market aspects of time and resources are 

shown in Figure 1.  

 
Figure 1:  Levels of Metering and Analysis Progressing from Whole Building to Systems 

2.1. Description of Analysis Methods and Meter Level 

The top-down approach to performance analysis begins with the whole-building annual benchmarks used 

in the initial stage of this PIER project. To display that continuum, this section presents the whole-

building benchmarking for the Oakland office building that continued through to this KPI development 

stage. 

2.1.1. Whole-Building EUI Analysis 

For the most basic benchmarks, a year’s worth of monthly energy bills was tested using EPA’s Energy 

Star tool, which provides a rating relative to the country’s existing building stock, adjusted to account for 

major impacts from climate and occupancy characteristics.  The example case generated a rating of 84, 

well above the minimum of 75 required for an Energy Star label.  Our initial reviews also benchmarked 

specifically against existing California office buildings, with performance ranges determined by the 

Energy IQ tool [LBNL, 2011] applied to California End Use Study (CEUS) data.  Using this more local 
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basis, this office’s EUI fell slightly below the median. These whole-building benchmarks are shown in 

Figure 2. 

  
Figure 2:  Whole Building Annual Benchmarks for Oakland Office: National (Energy Star) and California (CEUS) 

Clearly one limitation of this traditional benchmarking is that the ‘good’ or ‘bad’ determination depends 

greatly on the reference or peer group by which the benchmark is being determined.  Even more limiting, 

these annual EUI benchmarks give no direction regarding which areas to pursue to improve building 

performance.  A more analytic review of the monthly energy underlying the annual EUI total can help fill 

those gaps and more effectively point to specific areas worthy of more detailed investigation. 

2.1.2. FirstView Analytics 

Through this research NBI continued development of a monthly whole- building analysis tool 

(trademarked FirstView
3
) to provide building owners and operators actionable energy performance 

feedback from readily available billing and weather data.  The tool generates a diagnostic physics-based 

analysis of energy consumption patterns, assessing performance characteristics in three broad categories: 

impact of physical and system characteristics, effectiveness of control operation, and characteristics of 

occupancy-related loads [Turner and Reichmuth, 2011]. Its automated diagnostic logic suggests specific 

performance areas that appear particularly effective or that may warrant investigation for possible 

savings.  Examples include excessive reheat, poor heating or cooling efficiency, excessive ventilation or 

uncontrolled infiltration, unusually high plug loads and internal gains, etc.  The tool also automates an 

estimate of the energy split by major end use based on the climate-normalized response of the building’s 

fuel usage. 

Continuing with results for the Oakland office, FirstView’s automated analytics indicated: 

 A high sensitivity to changes in temperature, suggesting excessive ventilation and/or a poorly 

insulated shell 

 A relatively high gas baseload continuing throughout the summer 

 Well-managed lighting and plug loads 

Figure 3 shows four ways these results from the input of the monthly fuel use in FirstView can be 

displayed: 

a) annual end use totals projected by the analysis  

b) the automated analytics that represent performance indicators based on parameters in the tool 

c) a temperature-based energy signature split by end use – filled plot 

d) a temperature-based energy signature - trend lines for 12 months covering 2010 and 2011 

                                                      
3
 FirstView was started in 2008 and has been jointly funded during development through EPA, USGBC, NBI, ERM 

and PIER.  
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Note that these end-use totals are derived by the FirstView model and do not represent the explicit 

system-level meter data referred to later in this paper.  

a.  Annual End Use Comparison  

 

b. Automated Analytics 

Tenant Load Low 

Shell and Ventilation 
Effectiveness Poor 

Cooling Efficiency Good 

Control Problems None 

Summer Gas Use High 

Reheat None 

Data Consistency Orderly 
 

c. Energy Signature by End Use

 

d. Energy Signature for 2010/2011

 

Figure 3:  FirstView Results Example for the Oakland Office 

From these FirstView results, and the results of the onsite visit, NBI sought to examine the system- level 

data from metering installed at this site and at another small office in Vancouver, Washington. The 

FirstView data is only compared to system-level data for the Oakland site. 

2.1.3. System-Level KPI Analysis 

NBI worked with system-level metering at the site to develop KPIs that would provide insights to 

designers, operators and tenants on how their actions may have impacted the building energy usage. 

Installing submeters for energy tracking in commercial buildings, though far from common, is beginning 

to occur in newer projects.  This trend is driven by the availability and affordability of equipment and also 

by a number of standards and guidelines (ASHRAE audit guidelines, M&V protocols, recent LEED NC 

and EBOM rating systems, etc.).  However, the proliferation of submeters has progressed with no 

accepted framework to ensure comparable results from building to building.  There is also no means to 
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determine whether meters are being installed in ways that provide the most useful feedback in return for 

the costs incurred. 

The term ’system level’ is in common usage (though the term ‘end use’ is also used in some references to 

refer to this same level of energy usage aggregation); however, the definition of ‘system’ varies by 

project. There is no widely accepted framework for labeling a standard set of system definitions. Take a 

simple term like ‘lighting’ - there are gray areas: does this include parking lot lighting, common area, core 

and shell, tenant lighting? Emergency back-of-house lighting? Task lighting? Retail spaces? 

 

Figure 4:  An Example of a System-Level KPI the “Schedule Visualized Annual System EUI” 

Figure 4 shows an example of a system-level KPI derived for the Oakland office. In this example our 

intention was to show designers the annual energy contribution for each system. These are shown in the 

plot by the height of each section for plugs, lights, gas and HVAC including auxiliary equipment (labeled 

HVAC and Net Electric) along with the average hours per day (shown in the plot by the width of each 

section) that each system is in an  ‘active’ state. This allows the designer to more clearly see how the 

building is being used and can be compared to the modeling assumptions. In Section 5we describe this 

and other system-level KPI findings in detail. 

2.1.4. Site Visits and Sensitivity Analysis 

Along with the metered analysis of the site NBI conducted 12 site visits and a comprehensive prototype-

based Sensitivity Analysis to provide additional KPI input. Summarized in other reports, these results 

were instrumental in guiding NBI in crafting the system-level KPIs. In particular we identified building 

parameters in the Sensitivity Testing that had great impact on the building energy use, such as plug loads, 

but that were not easily characterized in the site visits. This guided the system-level KPIs to also provide 

a role of assessing this unknown contribution more accurately rather than relying on subjective 

observations. 

In summary, as we drove down from whole-building to system-meter level we tried to pull in all previous 

research to guide the derivation of useful and meaningful KPIs that represented a small but meaningful 

set. Some of these may not be useful to a widespread audience, but we felt a logical framework would 

provide a roadmap for industry collaboration. The results at the two project sites show more detailed 

system-level KPIs. 
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3. PROJECT SITES FOR SYSTEM-LEVEL KPI DEVELOPMENT 

Two sites were selected for the research, a 14,000 SF office building located in Oakland, California, and a 

5,500 SF office building located in Vancouver, Washington. We used gross square footage at each site. 

The basis of the selection was driven first by access to the site and owner tolerance to allow for the 

multiple contractor visits.  Additional criteria included the presence of high performance building systems 

and strategies in use, and review of the system wiring at the panel to assure the ability to install a small 

number of submeters to capture the system loads.   

Meters were installed in 2010, and analysis continued through October 2011. Data analysis and results 

were conducted throughout the year. 

3.1.  Oakland Office 

The Oakland office building is a 14,000 SF, two-story, concrete LEED Platinum renovation with a single 

owner/tenant. There are three gas-pack/DX Packaged Rooftop Units (PRTU) and one DX-only PRTU in a 

one-per-zone configuration with a Reliable Controls Building Automation System (BAS). Therma-

Fuser
TM

  diffusers manage zone balancing. Demand-controlled ventilation is enabled through a sensor in 

the return air and a wall sensor in one conference room. The building uses gas for service hot water 

(SHW) and heating. The envelope was designed for daylight, and the lighting system, controlled by 

manual zonal switches, has embedded daylight sensors that switch certain lights off when there is 

sufficient daylight. Plug loads are typical for a simple office space, and there is a large meeting space on 

the ground floor for public assembly and a server closet on the second floor. The building includes a 

5.5kW nameplate PV system connected to the main distribution panel.  

NBI used a NorthWrite data acquisition system with WattNode meters. Data was collected at 15-minute 

intervals from late 2010 through October 2011. 

3.2.  Vancouver Office 

The Vancouver location is a 5,500 SF, single-story building occupied by a single tenant. There are two 

gas-pack/DX Packaged Rooftop Units (PRTU) in a one-per-zone configuration. Thermostats are wireless, 

utilizing a web-based interface that allows global control settings.  A single conference room sensor 

provides Demand Controlled Ventilation (DCV). The building uses gas for heating and electric for all 

other end uses (including SHW). The structure is masonry with a wood-frame ceiling and four skylights 

above the main open office area. The lighting system uses manual zonal switches (no active daylight 

controls). At approximately 15 feet, the ceiling height is above average. Plug loads are as expected for an 

office, and the site has a small server closet for email and LAN storage. 

NBI used a PowerMand data acquisition system with a DENT PowerScout 18 six-channel meter. Data 

was collected at 90-second intervals from late 2010 through October 2011. 

 

 

 

Table 2 shows a summary of building attributes that were identified as important by the Sensitivity 

Analysis testing (identified by the Building Parameter Type) and determined during the site visits. 
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Ideally, given a larger selection of buildings to compare, we would use these criteria to better define ‘like-

type’ comparisons. 

Table 2:  Important Building Attributes Per Site 

Building Attribute Vancouver, WA Oakland, CA Building Parameter 

Type  

Foundation/Lower Floor Type Slab-on-grade Slab-on-grade Thermal Mass 

Construction Type Masonry Concrete  Thermal Mass 

WWR - % 12 20 Glazing 

Est. Avg. Wall Insulation – R 15 30 Envelope Insulation 

Est. Avg. Roof Insulation – R  5 – 10 30 Envelope Insulation 

Sky Glass Percentage - % of roof 4 0 Envelope Glazing 

Average Glass U-Value N/A N/A Envelope Glazing U-

Value 

Heating Type Gas Air Furnace Gas Air Furnace HVAC System 

Reheat Type None None HVAC System 

Total Primary Nominal Heating 

Capacity (kBTUH/SF) 

33.5 14.3 HVAC Sizing 

Air Conditioning Type DX DX HVAC System 

Total Primary Nominal Cooling 

Capacity (kBTUH/SF) 

21.8 14.3 HVAC Sizing 

HVAC Typology RTU one-per-zone RTU one-per-zone HVAC System 

Ventilation Type With heat and cool With heat and cool HVAC Ventilation 

Lighting Installed Capacity (W/SF) ~1.0 0.81 Lighting 

Direct Loads - Other large Direct 

Electric or Gas Loads 

N N Direct Loads 

Data Center N N Data Center 

 

4. SYSTEM-LEVEL METERING, CAPABILITIES AND DEFINITIONS 

NBI used the two project sites to create definitions of building systems based on wiring design and 

lessons learned in metering other existing buildings, keeping in mind analysis methods such as FirstView. 

The definitions below were selected to represent a next step past the whole-building level and remain as 

broad as possible while still providing meaningful detail.  NBI determined that ongoing discussion is 

needed to create widely accepted standards for system definitions, including detail on what end-use 

equipment should be included in which system, especially when considering different building use types.  

Figure 5 shows a diagram of the system meter defined points used in this project. The sections below 

discuss each point in more detail. As a reminder, this level of analysis does not seek to preclude more 

detailed metering, such as chiller kW per ton, but rather serves as a framework for defining the system 

level as the next level of detail past whole building.  
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Figure 5:  NBI System Diagram for the Two Sites.  

The dashed lines in Figure 5 indicate a meter point that would most likely be ‘virtual’, meaning that the 

reading is found by addition or subtraction of other physically metered points. 

Today nearly all off-the-shelf electrical submeters, and many utility meters, are capable of storing or 

transmitting usage at least once per hour, thereby providing interval data as part of an Energy Information 

System.
4
  The analysis in this report is based on having at least hourly interval data for electricity at the 

whole-building level and at each system meter. Natural gas and other fuel meters are also frequently 

capable of interval measurements, though the intervals are generally less frequent due to greater 

installation expense and more doubts over cost versus benefit.  

At the whole-building level interval, Advanced Meter Infrastructure (AMI), meters are becoming more 

and more common. The latest Federal Energy Regulatory Commission report [FERC 2011] shows that 

interval utility meters have a penetration of 13.4% nationwide with California seen as a leader in AMI 

installations. In PG&E territory for example, all residential and commercial customers now have AMI 

meters in place [Vasnaik, 2012].  

                                                      
4
 The general topic of meter and data acquisition system selection has been reviewed in several publications [NBI 

2009], [PNNL 2005], [LBNL 2010]. 
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4.1. Whole-Building Electricity 

To successfully implement system-level KPI analysis, the whole-building electric measurement must be 

interval data and include all electrical energy use of the building and immediate site. It is important to 

understand the total loads on a whole building meter and ensure the ‘whole building’ definition includes 

just those uses and systems attributable to the tenants and building energy use.  A common problem with 

whole-building analysis is the inclusion of large, unrelated electric loads from site activities which 

distorts a like-type comparison. NBI recommends these large unrelated loads be categorized in the Direct 

Load system (described below).  

4.1.1. Whole Building: On-Site/Renewable Electricity Generation  

Whole-building energy use should include the consumption of renewable energy to ensure the KPIs 

account for all site energy consumption. This may become complicated when the building is a net 

producer and the whole-building utility meter runs backwards, or in cogeneration when fuel is consumed 

to create electricity and waste heat used onsite.  

The accounting of onsite energy generation and its impact on building energy use is a broad topic covered 

in more detail in other references. This definition is a broad catch-all to ensure that whole-building energy 

usage is properly accounted for by including any generation from onsite sources. If co-generation is used, 

the metering requirements can become quite extensive; metering strategies are discussed in some detail in 

NREL publications [Torcellini et al 2006]. 

Only the Oakland site included renewable energy generation (in the form of 5.5 kW of Photovoltaic 

panels). This was metered to arrive at the proper whole-building electrical usage. 

4.2. Lighting Electricity 

The lighting energy is ideally the total facility internal lighting energy that serves the tenants/tenants. 

Common area and exterior lighting, and any retail lighting that is not the primary building use (e.g. 

ground floor of a high-rise office) should be included in the HVAC and Net Electric system. This allows 

for a more direct measurement of the tenants’ direct lighting needs and excludes lights that operate 

outside the thermal envelope or serve common areas which relate more to the operator’s or owner’s 

responsibility. 

In small commercial buildings the distinction between internal and external/common is difficult to 

discern. This was the case with the two KPI sites where the lighting definition includes all lights on 

separated lighting panel.  

In larger buildings the electrical distribution is often subdivided for common area/core area lighting 

and/or egress emergency lighting or back of the house lighting. This can make it easier to measure 

internal tenant lighting energy, allowing the remainder to be included in HVAC and Net Electric system 

(described below).  

4.3. Plug Load Electricity  

In our analysis we rely heavily on the plug load to infer the behavior of tenants. Similar to lighting, there 

is a natural operator versus tenant advantage to separating plug loads into those that serve tenant spaces 

from those that serve common and exterior areas.  Inclusion of possible large common area loads such as 

white goods (laundry and central kitchen equipment), auxiliary heating and unmetered common area retail 
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space reduces the usefulness of the feedback and obscures the tenant schedule. Further, separation of 

tenant and non-tenant  plug loads allows the responsible agent (i.e. tenant or owner/operator) to have 

more direct feedback on measures to improve efficiency, especially in large buildings, and will benefit 

from having all the lighting and plug load that they can influence on one meter.  

For designers, knowing tenant plug loads is important as this is an area of significant uncertainty when 

planning and modeling new construction projects. NBI research has shown that the annual energy usage 

of plug loads in office spaces is often three times that of lighting loads. Further increasing tenant plug 

loads are the growing numbers of server closets [Koomey 2009] - small installations of a few servers, 

switches and UPS equipment that may or may not have dedicated cooling equipment. The same report 

shows large data centers with dedicated cooling are also growing and NBI recommends these have 

separate metering as described in the Data Center system (described below).  

As with the lighting system, since the two of the projects studied were small commercial buildings plug 

loads from all areas were included in the definition. Also, these spaces are offices; in other use types the 

logic of using plug loads as an occupancy indicator may need to be reexamined and the definition 

changed accordingly. 

Both sites included a small server closet. The Oakland site used a temporary auxiliary 1.0 kW cooling 

system to augment the central HVAC system though the AC unit did not reject heat outside the building. 

4.4. Direct Load Electricity  

Direct load electricity represents an auxiliary category that could capture electric usage in buildings of 

very unusual use-types or mixed-mode situations such as first-floor retail or upper-floor tenant space. 

This ‘system’ may include plugs and lights, as well as HVAC if the situation warrants. Segregating this 

energy usage allows assessment of its impact on overall building energy use and provides feedback to the 

third-party entity responsible for its management.  

4.5. Data Center Electricity  

There is extensive activity regarding performance metrics for data centers, a rapidly growing use of 

electricity [EPA 2012], [Koomey 2009]. In the analysis of building energy signatures, and particularly 

with the FirstView tool, data centers can change the relationships of internal and external gains in 

dramatic ways that confuse analysis. EPA’s Portfolio Manager also separates analysis for buildings that 

report a data center; submetering for data centers will be a requirement of Energy Star in 2012. 

When data centers are large, centralized, and have dedicated cooling via split HVAC systems, the data 

center and its accompanying HVAC should be metered in total as a separate system. While this may not 

be in line with current performance management practices in data centers, NBI found that it would 

facilitate thermal inverse modeling. Neither of the KPI sites had a data center installation that needed 

submetering by the definition above. Both sites did have server closets, and their electricity use was 

included in the plug load system. 

4.6. HVAC and Net Electricity 

The HVAC and Net Electric system measures what is left once plug loads, lighting, data center and direct 

loads are totaled and subtracted from whole-building electrical use. This includes all components used in 

the HVAC system, miscellaneous pumps, elevators and even common area lighting and plug loads that do 
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not fall into the lighting or plug load categories described above (which we define as tenant lights and 

plugs.)  

The broadness of this system definition is deliberate and anticipates situations, especially existing 

buildings, where components of the HVAC system are widely distributed or are too numerous to easily 

meter in a handful of meter points. Also the breadth of the definition, along with restrictions on the 

lighting and plug load systems, allows for a high-level comparison of how the building uses energy 

relative to how the tenants use energy. There is a temptation to meter all aspects of the HVAC system 

(fans, pumps, RTUs, exhaust fans, etc.) to arrive at total HVAC electrical (and perhaps gas or fuel) usage, 

but in large built-up systems the number of meter points would be considerable. Further, benchmarking 

becomes more difficult given the more specific nature of the system definitions. 

While the use of HVAC and Net as a catch-all category may be easier to implement in the field, more 

specific measure of heating and cooling outside simple BAS data could be useful. NBI considered using a 

sub-definition of the primary heating and cooling equipment - equipment like packaged rooftop units, 

larger RTUs for built-up systems, chillers, boilers (electric powered).  This should be further examined in 

follow-on projects.  

Because both KPI sites were small offices with packaged rooftop equipment and little or no common 

areas, they had relatively similar HVAC and Net definitions. One distinction was that the Vancouver 

office has an electric water heater, while the Oakland office uses gas. Gas water heat transfers the service 

hot water usage to the whole building gas system from the HVAC and Net Electric system. 

4.7. Whole-Building Gas 

This system consists of the whole-building gas or other fuel, preferably with interval data, consumed at 

the building or site. NBI wanted to acquire gas interval data at each site, but this was not possible due to 

utility meter and time constraints.  Both sites instead used monthly utility meter gas data for KPI 

development.  

In California commercial office buildings gas accounts for 25% of total building energy use on average
5
.  

Based on anecdotal feedback from building analysts, gas interval metering is not a high priority for 

energy management and consequently is rare. Since gas use is usually only associated with heating, and in 

some cases also with SHW, the cost may outweigh the benefit of interval metering. 

The use of interval metering on gas, and other fuel usage, would provide the ability to do even more 

advanced KPI diagnostics relatively easily. This should be the part of subsequent research using interval 

data. 

5. SYSTEM-LEVEL KEY PERFORMANCE INDICATOR RESULTS 

5.1. General Site Results 

Table 3 shows the simple purchased and produced energy comparisons per building and also against 

published benchmark data from CEUS and CBECS. These benchmark comparisons suffer from the 

definition bias problem but are presented here to give some anchor of reference to put the buildings’ 

energy use in perspective. 

                                                      
5
 Itron 2006 California Energy Use Survey 
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Table 3:  Comparing General EUIs to References 

Whole Building Data Annual EUI 

Vancouver Oakland CEUS
1
 CBECS

2
 

By Fuels kBTU/ft
2
 kBTU/ft

2
 kBTU/ft

2
 kBTU/ft

2
 

Purchased Electric 11.9 27.1 21.5 45.1 

Purchased Gas 45.1 15.1 10.2 13 

Produced - 2.3 - - 

Total Energy  57 44.5 33.7 54 
1
 CEUS data is for California zones 3 and 4 for office buildings 150,000 SF or less. 

2
 CBECS data is taken from office buildings corresponding to climate zone 3 (based on bins of HDD and CDD that are less than 

100,000 SF).  
 

The Oakland site appears to outperform CBECS but not CEUS. The Vancouver site appears to meet the 

CBECS average though the underlying fuel data shows fundamental differences with electric and gas 

usage.  

5.2. Design:  Metered KPIs 

Designers and asset raters need high-level feedback for a portfolio of buildings to track which individual 

building reflects a superior design.  KPIs for designers should answer questions like “Is the design 

working well despite operations and tenant choices? Which part of the design in particular? Is the HVAC 

system I chose better than the one from the other building?” 

To avoid being trapped in highly detailed findings that are hard to benchmark, these indicators examine 

long periods of time but at the same time leverage the underlying interval data to roll up useful trends. 

Table 4 shows a summary of 9 Design KPIs derived by NBI, along with a brief explanation of purpose 

and target value. These indicators should be based on a full year of data, though less than a year’s worth 

can be used if careful methods are used to annualize the data.  

These KPIs are like any other numerical calculation of energy usage in that they are usually only useful 

when placed in context of comparisons to expected or historical behavior. Broadly these comparisons are: 

(1) a large data set of similar buildings – benchmarking, (2) a private portfolio of similar buildings, (3) 

historical data and (4) design model expectations. We provide comparisons when data exists but this 

project seeks to explore a framework that hopefully will eventually lead to more data for comparisons. 

Each indicator provides a piece of evidence.  The intention is that they be used together as a set to make 

overall design determinations and then combined with other analysis like FirstView and non-metered 

building attributes to reveal a final assessment. (This combination is examined in the Site Conclusions). 

These indicators will likely be used very infrequently by the designer, perhaps as an assessment made 

once the building has been occupied for a significant period of time, or perhaps a few times in the life of 

the building. Yet, they replace a complete void of building energy feedback to design teams.   

Calculations of energy use over a period of time at a certain interval create metrics (defined in Appendix 

A) used in the indicators.  Each of these 10 metrics are discussed and demonstrated below.  
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Table 4:  Designers: 9 KPIs 

 Indicator Purpose What to Look For 

1 

Schedule Visualized 

Annual System Energy 

Use Index (EUI) 

Indicates what system is responsible 

for the most usage and its approximate 

schedule of typical activity. 

Verify these are in line with expected 

values from the design or portfolio 

benchmarks. Ensure HVAC and net 

electric is not far outside lighting or 

plug load. 

2 
Tenant Schedule 

Stability 

Provides insight through plug load use 

on the occupancy density or hours 

changed (thus not ‘stable’) compared 

to the design estimates or to a 

previous year or dataset during the 

year of performance review. 

Check if actual tenant usage is 

outside of expectations to determine 

if occupancy is a cause of variations 

in actual energy use versus design 

estimates. 

3 Tenant Usage  

Provides more detail and assessment 

of how tenant usage impacts the 

building energy use and is a way to 

assess the magnitude of tenant usage 

compared to benchmarks. 

Look at Off-Hours ratios – which 

should be low - to determine if 

energy is being consumed in hours of 

low occupancy.     

4 
Design and Operations 

Versus Tenants 

Provides a numerical assessment of 

how close the design and operation 

values are to the tenants’ actual usage 

values.  

Compare the ratio of design and 

operations to tenant usage to assess if 

actual energy use is far from 

estimates.  

5 Daylight Effectiveness 
Determines if the daylight design and 

controls are effective. 

Lighting energy use should be 

varying with the length of nights if 

controls are enabled. Use historical 

trends of this KPI as the baseline. 

6 
Overall Lighting Design 

Performance 

Determines the accuracy of the 

lighting design expressed in lighting 

power density (LPD) actual usage.  

The actual LPD should be equal to or 

less than the design LPD.  

7 
Lighting and Plug Load 

Design Equivalence 

Checks the performance of the 

lighting and plug load systems in 

metrics similar to those of a design 

model. 

The watts should be as low as 

possible (targets are from the design 

model or industry standard) and the 

inactive values should be a reduction 

compared to active.  

8 
HVAC and Net Electric 

Balance Point 

Uses an energy signature to determine 

a key attribute of the magnitude of the 

HVAC and net electric contribution 

toward the building energy use. 

Tracks changes in simultaneous 

heating and cooling. 

A decreasing balance point indicates 

that simultaneous heating and 

cooling or common area base load is 

being reduced. Should ideally be near 

zero.  

9 Operational Consistency 
Checks the consistency in operational 

settings.  

Using an energy signature, erratic 

weekly data compared to the 

expected, historical or modeled trend 

line indicating that operational 

controls or functions may be playing 

an adverse role in energy use. 
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5.2.1. Design: Schedule Visualized Annual System EUIs 

NBI created the Schedule Normalized Annual System EUI to allow designers to quickly see how each 

system is contributing to the overall EUI while also providing a visual indication of the schedule of each 

system. This addresses a weakness of benchmarks based on long intervals, such as annual periods for EUI 

or monthly data for energy signature/FirstView analysis, with which the usage schedule of the building is 

obscured. One building may have a high EUI but is used for twice as many hours per day as a comparable 

building with low EUI. This condition does not automatically represent poor performance from an 

operations or design standpoint. Short interval meter data allows for the evaluation of characteristics of 

the daily usage profile without examining the data in detail. 

Table 5 shows the annual system EUI results for each site. Note the similarity in the lighting energy use 

but the much lower plug load and HVAC and net electric in Vancouver, yet the very high gas use in 

Vancouver. 

Table 5:  Annual System Energy Totals for Each Site 

System Vancouver 

Office 

Oakland 

Office 

kBTU/ft
2
 kBTU/ft

2
 

Lighting 5.3 4.6 

Plug Load 2.9 13.3 

HVAC and Net Electric 4.3 11.6 

Data Center 0 0 

Direct Loads 0 0 

Gas (Heating) 45.1 15.1 

Total Energy 57 44.5 

 

The schedule-visualized EUI, shown in Figure 5, quickly assesses the EUI contribution of each system 

while also examining the number of active hours per typical workday across a year. The determination of 

active status is made through a simple algorithm for active versus inactive [Reid et al 2006] based on 

hourly deviation from a baseline condition on non-holiday weekdays.  

 

Figure 6:  Schedule Visualized Annual System EUIs 
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Figure 6 is a stacked chart where the schedule-visualized EUI of each system type is stacked on top until 

the total annual EUI is reached at the top. The active hours of each system type are then shown on the x-

axis. Note that the overall area of each system has no exact meaning, only the height on y-axis which 

represents the contribution to EUI and the width on the x-axis which represent the average active hours. 

Since there was no interval data for the gas usage, the active hours are made equivalent to the HVAC and 

Net Electric. 

Figure 6 shows the Oakland building may be occupied 12 hours per day, though the plug-load schedule 

infers there is significant use only 8 hours per day. One can see that even though the lighting has a longer 

schedule, the plug load is significantly larger. It is difficult to say if any aspect is unusual without 

comparisons, but the designer may get a quick feel for the use of the building in the context of the system 

usages. 

The Vancouver site shows an obvious issue with gas usage, perhaps due to the low levels of lighting and 

plug load which customarily serve as internal gain to supplement heating. We know from the building 

attributes that the SHW is electric not gas. Note also the HVAC and Net electric seem small, and the 

schedule averages only 6 hours per workday.  

5.2.2. Design: Tenant Schedule Stability Indicator 

In the absence of more direct measurements, plug loads are an important indicator as a proxy for 

occupancy, either as an assessment of occupancy magnitude or as a test in variation of occupancy in a 

given year. A designer cannot determine how much emphasis to place on results without first knowing if 

the performance data for a particular building is from a year with stable occupancy. NBI used the 

intensity and schedule of the tenants’ plug load data for each site (as shown in Figure 7) to make a 

qualitative assessment of the schedule stability, The assessment is shown in Table 6 along with one of the 

plug load metrics for each site. (As a reminder, metric terminology is defined in detail in Appendix A.)  

 

Table 6:  Results of the Tenant Schedule Stability Indicator 

Metric Unit Oakland Vancouver
1
 

Average Plug Load Workday 

Energy Use Rate 
W/SF 0.48 0.10 

Tenant Schedule Stability 

Assessment 

- Moderately Stable Stable 

1
 The Vancouver site uses a metric of average monthly lighting energy use density for data clarity 

 

Lighting loads may also be considered a proxy for occupancy, though as was seen in Oakland, the 

building was regularly used after hours as a community meeting space, a use that would employ lighting 

but not much plug load use. In addition, after-hours cleaning often results in a lot of lighting with little 

actual occupancy. Lastly, many buildings are controlled by master sweep systems that do not reflect the 

actions and schedule of actual tenants.  

For reference Figure 7 is a graphical representation of the underlying data used in the determination of 

occupancy at each site. The intention is to highlight any behavioral changes that may have impacted 

building energy use. The green line shows the average value of plug load workday use rate over the year 

while the blue diamonds show the monthly data. The red squares are plotted against the right side axis 

and show the average ‘active’ hours in each month.  

This indicator shows that the magnitude of the plug loads (diamonds) in the Oakland office was 

decreasing slightly while the schedule hours (squares plotted on Right Y-axis) remained the same. This 
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suggests occupancy was moderately stable, though this is a subjective assessment at this point; we 

decided there were no drastic changes (e.g., a large tenant moving out). The Vancouver office shows very 

stable behavior in schedule and plug load magnitude. These observations led to the qualitative 

assessments shown in Table 6. 

 

 
Figure 7:  A Plot that Demonstrates the Underlying Data in the Tenant Schedule Stability Indicator 

This indicator tells the designer the data represented stable or unstable occupancy; the next indicator 

establishes how the tenants use energy against other comparison cases. 

5.2.3. Design: Tenant Usage Indicator 

The manner in which tenants use energy via plug loads can be expressed through metrics of performance 

to indicate how tenants are using energy relative to similar buildings. The tenant energy use directly 

impacts HVAC energy use by requiring more heat to be rejected but also serves as a partial proxy for the 

number of tenants in similar building use-types. The designer or owner can use this more detailed look to 

assess the success of the overall building energy usage in terms of tenant choices and also look at the 

energy usage of other systems relative to this tenant usage. 

NBI calculated a plug load energy metric using protocols developed for the Office of the Future (OTF) 

project, an analysis and demonstration of high performance offices. We compared the OTF results to 

make a qualitative assessment of tenant usage. Table 7 shows the numbers for each office and some 

benchmarked comparison data from the OTF sites and research sources including a median performance 

case and a ‘high performance’ (i.e. lowest energy) case. 

The data show the Oakland tenant uses more than the median case in all metrics. Particularly notable are 

the Off Hours and Weekend Ratios which demonstrate how much energy is used at night and on 

weekends. The designer can infer that the tenant is partially responsible for increased energy usage and 

even determine by how much against the comparison case. The designer’s next project can strive to 

enable tenant feedback or plug load measures to drive this downward.  
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Table 7:  Summary of Metrics Used in the Tenant Usage Indicator 

Plug Load Metric Unit Oakland 

Office 

Vancouver 

Office 

Lowest 

Energy Case 

Median 

Energy 

Case 

Occupied Energy Use Rate Density W/SF 0.62 0.15 0.12 0.55 

Peak Energy Use Rate Density W/SF 1.01 0.45 0.39 0.86 

Workday Energy Use Rate Density W/SF 0.48 0.11 0.10 0.41 

Off Hours Ratio W/SF 70% 48% 39% 59% 

Weekend Ratio W/SF 78% 55% 50% 70% 

Tenant Usage Indicator  

Assessment 
- High Very Low - - 

 

The effects of those design elements can be evaluated in terms of the impact on the same building. The 

designer may also use the Tenant Usage Assessment or its underlying data to decide which other 

buildings make good comparisons for other KPIs. 

5.2.4. Design: Design and Operations versus Tenant Indicators 

NBI found a simple indicator that compares at a high level the impact of design and operations as 

opposed to tenant behavior within buildings. In comparing total plug load and lighting system EUI 

against the HVAC and Net Electric plus Whole-Building Gas usage, we intended to draw a distinction 

between energy used by tenant activities and the amount of energy used to operate the building to support 

tenant activities. As a fundamental driver of performance, the amount of energy used to support tenant 

activities should be as small as possible. Figure 8 uses stacked charts that graphically reflect the ratio of 

design and operations impacts versus tenant impacts. The top portion shows the annual EUI attributed to 

the systems HVAC and Net Electric and the Gas use (Design and Operation), while the bottom section 

shows the annual EUI for the plug load and lighting systems (Tenants). Since the Oakland office also had 

annual EUI data from its design model, we plotted this for comparison.  

 
Figure 8:  The Metrics of Annual EUI Grouped to Indicate Design and Operations Versus Tenant Contributions for Each 

Office 

The Vancouver office at right shows a large imbalance of Design and Operation EUI compared to Tenant 

EUI. When used to compare buildings from a similar region and for a similar year this KPI can indicate 

inferior design or operations. 
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NBI compared these results with data from our buildings database and national sources. Table 8 shows 

the Design and Operations versus Tenants as a ratio along with the same ratios from the CBECS and 

CEUS data shown in Table 3. For the Oakland site, design data was available for comparison and 

included in the table. 

Table 8:  Metrics for the Design/Operations and Tenant Indicator 

Metric Set Oakland 

Office  

Vancouver 

Office  

CEUS CBECS 

Design and 

Operations versus 

Tenants Ratio 

 

Metered 

 

1.49 6.07 
0.81 - 0.93 0.80 - 1.19 

Design Data 0.46 N/A 

 

Ideally the ratio would be zero, meaning the building used no additional energy outside what the tenants 

needed to perform their productive work. Since the ideal is rarely the reality, some method of 

benchmarking the measured results is needed. In Oakland the design appears to miss its target, though this 

may be due partly to different tenant load assumptions. 

For a more relevant comparison we analyzed data from the internal NBI database of commercial 

office buildings for similar climate zones. We also only compared the Oakland and Vancouver ratios 

against ratio ranges of like-type office buildings (Climate Zone and Use-Type) where the absolute 

magnitude of lighting and plug load were similar (using FirstView Internal Gain results). shows the 

results.   

 

Table 9:  Design/Operations Versus Tenant Indicators for Both Sites and NBI Database Comparison for Similar Tenant 

EUIs 

Building 2010/2011 

Design- 

Tenant 

Indicator 

NBI Data 

Average 

NBI Data 

Maximum 

NBI Data 

Minimum 

Vancouver Office 6.07 2.09 2.76 0.98 

Oakland Office 1.49 1.53 3.05 0.41 

 

the Oakland office is in line with the average while the Vancouver office is clearly out of bounds. Note 

that the Schedule-Normalized EUI provides some measure of reassurance that the building schedule is 

normal and the Tenant Schedule Stability indicator showed that occupancy did not change drastically 

throughout the year. This provides feedback to the designer who made choices regarding the HVAC 

system and common area loads and might further use this data to compare choices made in other 

buildings with similar attributes. 

5.2.5. Design: Daylight Effectiveness Indicator 

Designers often specify daylighting in designs through skylights, lightshelves or dimming controls. As a 

result, the lighting system energy use should be impacted by daylight choices made by the design team 

either through the inclusion of daylight design in the envelope, causing tenants to manually respond to 

light, or through the use of lighting controls that automatically respond to daylight, or both. 

NBI derived a KPI for daylight effects using a lighting energy metric correlated to the number of hours 

from sunset to sunrise (referred to as the ‘night length’)for both sites.  Figure 9 is an expressive 
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demonstration of the correlation.  It clearly shows that lighting energy use in Oakland responds to 

daylight; in the Vancouver office that response is muted, implying that the lighting design characteristics 

in Oakland are superior though specific conclusions on why are not possible. 

 

Figure 9:  Co-plotting Lighting Density and Night Length to Demonstrate the Daylight Effectiveness Indicator 

Table 10 show the metrics and observations used to generate that Daylight Effectiveness Indicator. The 

numerical calculations support the indicator which we express as a qualitative assessment. 

Table 10:  Metrics for Daylight Effectiveness Indicator 

Metered Data Units Oakland Vancouver 
a
 

Tenant Schedule Stability Assessment - Moderately Stable Stable 

Maximum Occupied Energy Use Rate 

Density 
W/SF 0.38 0.19 

Maximum annual deviation  W/SF 0.11 0.03 

Daylight Effectiveness Assessment - Excellent Poor 
a 

Vancouver office data used the monthly energy use rate. A slightly different basis as some of the daily data was not present to 

calculate the occupied use rate. 

The building attributes show the use of embedded daylight controls in Oakland; the Vancouver office has 

skylights and manual controls only. There is too little data to draw conclusions on the superiority of either 

method, but given enough data this KPI may serve as an indicator of the relative success of each strategy 

while the Tenant Schedule Stability indicator can be used to account for occupancy effects on these 

trends. 

5.2.6. Design: Overall Lighting Design Performance Indicator 

With further examination of the lighting data in comparison to OTF metrics, NBI revealed an overall 

lighting performance KPI that is useful to compare actual energy performance across platforms. The 

designer can use this assessment to determine the field effectiveness of the tenant-serving lighting system 

compared to other lighting systems or strategies for like-type buildings, particularly taking into account 

occupancy-related indicators and envelope design choices. 

Figure 10 shows a bar chart of the lighting energy calculations from each site. The installed capacity 

(LPD) in W/SF is shown compared to the Peak Energy Use Rate Density, which is the highest electric 
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demand seen in the monitoring period, and the Average Occupied Energy Use Rate Density, which is the 

average energy use rate on workdays during the day. Neither of the two sites appears to perform 

dramatically well, and we qualitatively assessed each site with a comparison to reference data in Table 11. 

 
Figure 10:  Lighting Metrics for Each Site Used as Overall Lighting Design Indicators 

Table 11 shows metrics of performance and comparisons, again derived from the OTF protocols, for both 

sites. The metrics represent the average value seen across the year, except in the case of the peak demand 

which is a maximum value seen throughout the year. 

Table 11:  Metrics Used in the Overall Lighting Design Performance Indicator 

Lighting Metric Unit Oakland 

Office 

Vancouver 

Office 

Low Energy 

Office 

Median 

Energy 

Office 

Design Installed Lighting  

Capacity 
W/SF 0.81 ~1.0 N/A N/A 

Peak Energy Use Rate Density W/SF 0.74 0.56 0.29 0.71 

Average Occupied Energy Usage 

Rate Density 
W/SF 0.33 0.30 0.10 0.39 

Overall Lighting Design 

Performance Assessment 
- Median Median - - 

 

One can see that the lighting energy performance for either site does not correlate to particularly high 

performance and is closer to median performance. 

5.2.7. Design: Lighting and Plug Load Design Equivalence Indicator 

Many design choices are made based on assumptions of the internal load contributions of plug and 

lighting loads. These assumptions are sometimes modeled and sometimes expressed as a typical load 

density and an hourly schedule of an expected fraction of the nominal density. The plug load and lighting 

indicators above do not necessarily reflect this format, and annual EUI data do not help designers or 

modelers understand how accurate their assumptions are.  Consequently NBI analyzed the data for the 

plug load and lighting systems to create a graphical and tabular indicator that reports average energy use 

rates for lights and plugs while active or inactive using the definition discussed in Section 5.2.1 - Design: 

Schedule Visualized Annual System EUIs. 
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We looked at the schedule of when lighting or plug loads are ‘on’ versus ‘off’ and then calculating an 

average energy use rate density for that state. Table 12 shows the numbers for the annual period. These 

numbers can be examined for weekends as well.  

Table 12:  Active and Inactive Power Densities 

Metric System Oakland Vancouver 

Inactive Active Inactive Active 

Average Weekday 

Active/Inactive Energy 

Use Rate Density 

Plug Load 0.4 0.66 0.07 0.17 

Lighting 0.05 0.34 0.13 0.35 

 

Figure 11 shows a stacked plot of the plug load and lighting active and inactive average energy use rates. 

The x-axis corresponds to the active and inactive average hours per day (note this is centered on 12:00 

noon and not representative of the exact schedule. Ideally, the exact schedule would be represented.). The 

y-axis represents total energy use density from both plug loads and lights. Note that the Oakland data 

reflects the difference in the lighting and plug load schedule seen in the indicators above. 

 
Figure 11:  Active/Inactive Power Density Plots 

The detailed lighting and plug load design assumption data were not available for either site. Without this 

comparison these indicators only serve as a further representation of the relative magnitudes and 

schedules of the lighting and plug loads. 

5.2.8. Design: HVAC and Net Electric Balance Point Indicator 

Heating and cooling performance, and the HVAC and Net Electric and Gas system usages, are much 

tougher to leverage using benchmarked annual EUIs. More useful are energy signature comparisons to 

references, benchmarks or an automated analysis similar to the FirstView tool. This is because HVAC 

energy usage is heavily dependent on thermostat settings, equipment condition, and indoor and outdoor 

temperature for HVAC usage.  

NBI focused on the baseload of the HVAC and Net Electric monthly energy signature to derive a metric 

that can indicate the magnitude of the electrical loads in the system in the monthly (28-day) period and to 

a certain extent the success of the HVAC system in combating unnecessary reheating of conditioned air. 

Designers can use this metric and the HVAC and net electric energy signature to compare HVAC and 
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common area lighting and plug load performance against other buildings. The Tenant Schedule Stability 

metric from Table 6 and the schedule data from can support comparison between buildings.  

 

Figure 12:  HVAC and Net Electric Monthly Energy Signature for Both Sites 

Figure 12 shows the monthly HVAC and Net Electric energy signature for both sites. The y-axis shows 

the average energy use rate in W/SF for each monthly period, and the x-axis is outdoor average 

temperature. The increase in the colder months (left side in each graph) represents the increased fan 

energy to blow heated air into the building, while the warmer months (right side of each graph) represent 

fan and air conditioning energy. The Vancouver site clearly shows this pattern, while the Oakland site is 

less clear. This trade-off of heat and cooling is shown more expressively in Figure 3c. in the FirstView 

Analytics Section. 

Table 13 shows the resulting values for the two sites. Note that the common area baseload is much higher 

in the Oakland office despite the similarity of the HVAC system. Unfortunately NBI had no comparison 

data set to use to create a qualitative assessment. The sites use a similar HVAC type and have similar 

equipment in the common areas and so might be compared against each other. A high HVAC and Net 

Electric baseload could be due to poor operation or a high level of common area usage. In either case a 

lower baseload is desirable.  

Table 13:  HVAC and Net Electric Balance Point Comparison 

Indicator Unit Oakland Office Vancouver Office 

Tenant Schedule Stability 

Assessment 
- Moderately Stable Stable 

HVAC and Net Electric Balance 

Point 
W/SF 0.29 0.08 

 

5.2.9. Design: Operational Consistency Indicator 

As a complement to the Balance Point Indicator, NBI examined the HVAC and Net electric energy 

signature in monthly and weekly (7-day) increments for an indication of whether the HVAC system is 

well controlled.  
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Figure 13 demonstratively shows the monthly period energy signature (solid line) with an overlay of the 

weekly interval data (hollow squares). Note how the Vancouver office co-plots well while the Oakland 

office is very erratic. This implies that control-related issues might be contributing to the overall energy 

signature and potentially increasing heating and cooling energy use beyond what is called for by the well-

operated design. It is still difficult to determine what is attributable to design and what is attributable to 

operation, but this indicator shows there is reason to doubt the Oakland Office EUI represented its best 

possible performance for the given occupancy.  

 

Figure 13:  HVAC and Net Electric System Monthly Energy Signatures 

In Oakland the FirstView tool indicated, shown in Figure 3b, high gas use in general as well as a high 

summer gas baseload. The Design/Operations versus Tenant Indicator suggested HVAC and Net Electric 

and Gas were only average compared to other offices and much higher than design intent, despite a lower 

tenant usage. The “Erratic” Operational indicator and somewhat high HVAC and Net Electric baseload 

indicator (compared to the Vancouver office case) suggest HVAC operation is the culprit rather than 

shell. Further, the tenant schedule and relative stability suggest the tenant actions are not to blame. 

Table 14 summarizes the qualitative assessment indicator for each site based on observation as no 

comparison data is available. While the Vancouver office shows a stable pattern of weekly/monthly 

average energy use rate, the Oakland office is quite erratic.  

Table 14:  Operational Consistency Indicator conclusions for both sites 

Indicator Unit Oakland Office Vancouver 

Office 

Tenant Schedule Stability Assessment 
- Moderately 

Stable 

Stable 

Operational Consistency Assessment - Erratic Stable 

 

The Vancouver site shows expected performance for an HVAC system with consistent performance and 

stable common area usage. The designer may wish to interpret the data as an endorsement of the HVAC 

design approach taken in this case versus the Oakland case or perhaps wait until operations have settled 

before using other KPIs to determine the success or failure of the building design. Further, in the 

Vancouver case the stability of the HVAC system may indicate that the high gas usage is not a result of 

poor operation of the HVAC system but more the envelope of the building. 
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5.3. Operations: Metered KPIs 

A building operator will find value in the FirstView output as well as the Design KPIs mentioned above 

but will need more frequent feedback than designers to optimize building performance. For this analysis 

we suggest a quarterly inspection interval. The operator or auditor will likely use other data and intervals 

than these to diagnose and resolve specific issues underlying the indicators. The operator wants to know 

“Is the building still doing well? Are the changes in energy usage due to my actions or the tenants? How 

am I doing with the equipment I can influence, e.g. common area lights, HVAC equipment?” 

Table 15 describes the Operator KPIs NBI derived using system-level metering. The underlying metrics 

of these indicators are similar to the Design metrics but are different in subtle ways that provide feedback 

more specifically to the operator in areas they can influence through efficiency measures. 

Small to medium-sized commercial buildings may not have an active operator.  This was the case in both 

Oakland and Vancouver, so the information relevant to the operation of the building may be utilized by a 

building energy auditor or even a responsible site tenant rather than a separate local or remote operator 

working on behalf of the owner.  

Table 15:  Operators: 5 KPIs 

 Indicator Purpose What to Look For 

1 
Operational Schedule 

Consistency 

Compares lights, plugs and HVAC 

schedules to ensure alignment and also 

establish occupancy stability. 

The HVAC and net electric 

schedule should be less than or 

equal to the plugs and lighting. 

2 
Lighting and Common Area 

Usage 

Compares metrics of common area and 

lighting base load usage to reveal 

savings opportunities that the operator 

can address or track. 

All metrics should be as low as 

possible. 

3 Daylight Effectiveness 

Similar to the design KPI this compares 

occupied lighting performance with 

night lengths (less use on short nights) 

to establish daylight controls 

functionality.  

Lighting energy use should be 

varying with the length of 

nights if controls are enabled. 

Use historical trends of this KPI 

as the baseline. 

4 
HVAC and Net Electric on 

Unoccupied Days 

Provides an indicator of unnecessary 

HVAC operation when no tenants are 

present. 

Maintain at zero for all months. 

5 Operational Consistency 

Similar to the design KPI this indicator 

reveals operational inconsistency 

through a comparison of monthly and 

weekly data. 

Using an energy signature, 

erratic weekly data compared to 

the expected, historical or 

modeled trend line indicating 

that operational controls or 

functions may be playing an 

adverse role in energy use. 

 

In general, “operational” problems may be the fault of the original design, e.g. oversizing equipment or 

poor zoning. Use of these Operations KPIs may be useful to identify designs or equipment that are 

difficult for the average operator to utilize. 
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5.3.1. Operations: Operational Schedule Consistency Indicator 

Tenant schedule and usage patterns can affect performance and should be tracked periodically through 

quarterly or monthly KPIs. Table 16 shows data for a three-month period with monthly metrics of plug, 

lighting, and HVAC and Net Electric. The metrics in Table 16 inform the operator of how well the HVAC 

and common area equipment schedule align with tenant schedules. 

This indicator is comprised of metrics that let the operator know if the building schedule exceeds tenant 

usage and whether the occupany is stable in the inspection interval. For example, as established above the 

lighting schedule at the Oakland office appears longer than the regular office tenant schedule as 

determined by the plug loads. The HVAC system should be “active” to address the needs of whomever is 

in the building but should not exceed this usage to avoid unecessary condtioning.  

 

The data in Table 16 shows both sites look to be in line with these expectations. The operator may want to 

be certain that the lighting schedule length is needed or if it is a failure of the control system. Table 16 

also shows a qualitative assessment of the numbers. The Oakland site has both lighting and HVAC and 

Net Electric schedules that are longer than the tenant plug load schedule. The operator may want to 

investigate the reason for this. 

Table 16:  Lighting, Plug Load, and HVAC and Net Electric Metrics Used as Tenant and Schedule Indicators 

Metric Unit Oakland Vancouver 

Month 1 Month 2 Month 3 Month 1 Month 2 Month 3 

Average Plug Load 

Weekday Energy Use 

Rate Density 

W/SF 0.54 0.51 0.49 0.09 0.10 0.09 

Plug Load Schedule Hours 9 9 9 8 8 8 

Lighting Schedule Hours 12 12 12 8 8 9 

HVAC Schedule Hours 12 12 10 6 7 5 

Operational Schedule 

Assessment 
- 

Lighting and HVAC Schedules 

Long 
Normal 

 

5.3.2. Operations: Lighting and Common Area Usage Indicator 

The operator has influence over the tenant lighting system in off-hours and weekend periods, as well as 

common-area lighting and plug loads. The inactive power for the lighting and HVAC and Net Electric 

systems provides a measure of improvement that tracks to efficiency measures an operator might employ. 

For lighting, the off-hours and weekend ratios provide a measure of the impact of these operater lighting 

actions relative to typical occupied use.  Table 17 shows values for the metrics at each site. Note that the 

inactive power is a direct electrical power average, not a density per SF. There is no qualitative 

assessment in Table 17.  
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Table 17:  Operator Lighting and Common Area Indicator Metrics 

Metric Unit Oakland Vancouver 

Month 1 Month 2 Month 3 Month 1 Month 2 Month 3 

Lighting Inactive 

Power  
kW 0.6 0.6 0.6 0.60 0.64 0.62 

Off-Hours Ratio Ratio 36% 36% 38% 33% 40% 40% 

Weekend Ratio Ratio 11% 30% 12% 55% 48% 48% 

HVAC and Net 

Electric Inactive 

Power 

kW 2.0 1.6 2.0 0.12 0.06 n/a 

 

The data for each site appears stable, though there was increased weekend lighting usage in Month 2 in 

Oakland. The operator may also want to address the lighting inactive power in the Vancouver site to 

reduce off-hours and weekend ratios. 

5.3.3. Operations: Daylight Controls Effectiveness 

The operating condition of daylight controls can be examined using historical data and monthly interval 

occupied energy usage rate metrics in a manner similar to the Design KPI. 

The lighting occupied energy use rate density for Oakland for three months is shown in Table 18. The 

indicator is not applicable to Vancouver because though there are skylights there are no active daylight 

responsive controls for the operator to maintain or change. 

Table 18:  Occupied Energy Usage Rate Density for Oakland 

Metric Unit Oakland Vancouver 

Month 1 Month 2 Month 3 Month 1 Month 2 Month 3 

Lighting Average 

Occupied Energy Use 

Rate Density 

W/SF 0.38 0.37 0.32 n/a n/a n/a 

 

Figure 14 shows the Oakland data points co-plotted with the expected curve based on historical data. A 

curve from another building may be used if the designs are similar enough and the curve is adjusted for 

magnitude. The yellow squares represent the monthly energy use rate points in W/SF, and the red line and 

squares show the night lengths in hours. The single black line is the historical or expected trend. 
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Figure 14:  The Lighting Occupied Energy Usage Rate Density and Night Lengths for Oakland 

5.3.4. Operations: HVAC + Net Electric Usage on Unoccupied Days 

Energy is wasted when the HVAC system is operated as normal on holidays and weekends, when the 

building is closed or unoccupied. NBI created a metric to detect the number of days in the period where 

HVAC and Net Electric usage was normal while plug and/or lighting energy were much below expected.  

Table 19 shows the summary of the analysis indicating operation on unoccupied days. The operator might 

examine the data periodically to ensure that the HVAC schedule is up to date. 

Table 19:  Summary of the Unoccupied Days Operation Indicator for Both Sites 

Indicator Unit Oakland Vancouver 

Month 1 Month 2 Month 3 Month 1 Month 2 Month 3 

Unoccupied Days 

Operation Indicator 
W/SF 0 0 1 0 0 0 

 

Figure 15 below shows a plot of the data for Month 3 from the Oakland office. The grey shaded area is 

the plug deviation measurement, and the yellow is lighting. The red squares are the HVAC and Net 

Electric deviation. The large highlighted red square point indicates unnecessary operation of the HVAC 

system (or perhaps some other large common area load) on that day. Notably, the day is Memorial Day, 

5/30/2011, when the Oakland office was likely unoccupied but the HVAC system ran as normal. 
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Figure 15:  Max Deviation Plot for the Oakland Office Used to Derive the Unoccupied Days Operation Indicator 

5.3.5. Operations: Operational Stability Indicator 

The use of the monthly and weekly overlay of HVAC and Net Electric is useful to reveal erratic control 

conditions. Similar to the design KPI, regular monitoring of this KPI should reveal operational issues in 

commercial buildings where the HVAC and Net Electric usage characteristics are not dominated by the 

non-heating and cooling base load (comprised of non-direct loads, like common areas, lighting, elevators, 

etc.). 

Table 20:  Operational HVAC and Net Electric Indicator for Three Months for Each Site 

Metric Unit Oakland Vancouver 

Month 1 Month 2 Month 3 Month 1 Month 2 Month 3 

HVAC and Net 

Electric Control 

Indicator 

- Erratic Erratic Erratic Stable Stable Stable 

 
 

 

Figure 16:  Co-plotted Data Underlying the Operational Stability Indicator for Both Sites 
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The HVAC and Net Electric stability Indicator is shown in Table 20 as a qualitative assessment of the 

data plotted in Figure 16 of monthly and weekly energy signature data from each site. Unsurprisingly the 

data reveal the same underlying erratic pattern at the Oakland site. The operator can use this indicator to 

maintain consistent operations. 

5.4. Tenants: Metered KPIs 

Tenant (or tenant) actions regarding plug load controls, lighting settings and (in some buildings) 

thermostat settings can have a big impact on overall EUI. Tenant KPIs provide feedback on energy use 

trends in a way that makes for easy comparison to other similar sites. 

Tenants want to know, “How are my choices impacting the building energy use? Is this considered good 

or bad? If I take action then what changed?”  

Tenant KPIs shown in Table 21 and Table 22 are intended to be presented to the tenants regularly, 

perhaps trended continuously with a trailing window to allow tenants to take actions that reduce their 

energy usage and result in better metrics. The use of regular metrics will make comparisons to other 

facilities easier.  

Since both sites were offices, NBI worked with the OTF data for comparison. NBI showed this as an 

example of how tenants can be provided numerical KPIs for which some data exists for a benchmarking 

comparison.  

Table 21:  Tenants: 2 KPIs  

 Indicator Purpose What to Look For 

1 Tenant Plug Load 

Feedback 

Provide a means to show tenants how 

their plug load usage compares to other 

like-type tenants and track performance. 

As low as possible for all 

metrics or in line with 

benchmark targets. 

2 Tenant Lighting 

Feedback 

Provide a means to show tenants how 

their lighting usage compares to that of 

like-type tenants and track performance. 

As low as possible for all 

metrics or in-line with 

benchmark targets. 

 

In large office buildings where the usage of many tenants’ is combined, presentation of the aggregate data 

in this format may not be compelling for individual offices. In those buildings further submetering 

(perhaps through existing utility allocation metering) could provide data that would allow for more 

specific feedback to a particular office space or tenant.  

5.4.1. Tenants: Plug Load Feedback Indicator 

The tenant plug load KPIs derived for each site from a single month’s worth of data are shown in Table 

22, along with corresponding benchmark comparison data from the OTF data set.  For example, a tenant 

may undertake a company-wide effort to shut off equipment at night, change settings and employ timers. 

The ratios in Table 22 will show the effectiveness of the measures taken while the annualized energy 

density will reflect the impact of those measures on EUI. 
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Table 22:  Plug Load Feedback Metrics for Both Sites in One Month 

Plug Metric Unit Oakland 

Office 

Vancouver 

Office 

High 

Performance 

Reference 

Office 

Benchmark 

Median 

Office 

Annualized Energy Density kWh/SF 4.71 0.86 3.03 4.52 

Average Occupied Energy Use 

Rate Density 
W/SF 0.69 0.15 0.12 0.44 

Peak Energy Use Rate Density W/SF 1.01 0.39 0.39 0.86 

Inactive Power kW 6.4 0.38 - - 

Ratios      

Off-Hours Ratio - 69% 48% 39% 59% 

Weekend Ratio - 76% 61% 50% 70% 

Tenant  Plug Load Feedback 

Assessment 
- High Very Low   

 

5.4.2. Tenants: Lighting Feedback Indicator 

The lighting indicator uses a smaller set of metrics than the plug load indicator because the tenants must 

use the existing lighting fixtures and controls and can only influence the overall design through infrequent 

drastic changes to lighting systems.  

Also, as seen in the daylighting indicators for designers and operators, some lighting metrics may change 

with night length. When tenants have greater responsibility over the office lighting system, perhaps 

sharing an operational role in the building, other metrics can be added to comprise the overall indicator or 

the operational indicators above will apply.  

The metrics that form the Lighting Feedback Indicator are shown in Table 23, along with corresponding 

benchmark reference data. The data from Oakland shows the effect of the longer schedule on the Off-

Hours ratio which will increase if there is usage outside the fixed 6:00 a.m. – 6:00 p.m. period.  Neither 

site represents particularly “high performance” in the observed month. The tenant might use this 

information to take steps such as retrofitting embedded controls to mitigate the ratios. 

Table 23:  Tenant Lighting Metrics for Both Sites for One Month  

Lighting Metric Unit Oakland 

Office 

Vancouver 

Office 

High 

Performance 

Reference 

Office 

Benchmark 

Median 

Off-Hours Ratio Ratio 41% 34% 12% 41% 

Weekend Ratio Ratio 22% 54% 9% 27% 

Tenant Lighting 

Feedback Assessment 
- Median High   

\ 
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6. SITE CONCLUSIONS  

The two metered sites provided a research bed for reviewing and considering actual energy use in relation 

to a known environment and translating that research into a set of potential industry-wide KPIs. NBI used 

the system-level metering at the two office locations to derive KPIs for designers, operators and tenants 

that form meaningful indicators of good performance. These KPIs were calculated to independently 

inform these three audiences as well as enhance evaluations that use whole-building methods.  

At the individual building level the metering and feedback provide a succinct set of conclusions that 

demonstrates the way the KPIs can inform a target audience. In Table 24 the Design KPIs are used as an 

example KPI summary, but the same can be done, as shown within the report, with customized 

information and KPIs for the operators, etc.  The metered assessment is shown with performance 

indicators of each building against comparison sets followed by an explanatory paragraph on the 

buildings.  

At the 14,000 SF Oakland site the plug load schedule indicates the tenants have a normal schedule (9 

hours per average workday), though their energy usage is higher than typical compared to the NBI data 

set. The lighting and HVAC schedules appear to be longer than normal (12 hours), though no data is 

available for comparison. The lighting system appears to be very responsive to daylight though tenants or 

visitors usage of the lighting system is at a median level compared to NBI data. The amount of energy 

used for Design and Operations versus Tenants is at a median level though it is notably higher than the 

design. HVAC and Net Electric Balance Point also appear very high compared to the Vancouver office 

despite the similarity of their HVAC typologies. Further, the HVAC and Net Electric appear erratic, 

indicating the HVAC system may not be operating properly. As a result, the designer may not want to 

trust the annual energy performance from this site without being assured by the operator that the building 

is operating in accordance with the design. If several sites with the same design have similar problems, it 

is likely that the design itself may be flawed. 
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Table 24:  Design KPI Summary for Oakland and Vancouver  

Design KPI Oakland Assessment Vancouver Assessment Comparison  

Schedule 

Visualized 

Annual System 

Energy Use 

Index (EUI) 

  

CEUS, 

CBECS 

Tenant Schedule 

Stability 
Moderately Stable Stable Inspection 

Tenant Usage High Very Low NBI 

Design and 

Operations vs. 

Tenant  

Median 

(Poor compared to design model) 
Very High 

Design data, 

CEUS, 

CBECS, NBI 

Daylight 

Effectiveness 
Excellent Poor Inspection 

Overall Lighting 

Performance 
Median Median NBI 

Lighting Model 

Equivalence 
n/a n/a 

no 

comparison 

data 

Plug Load 

Model 

Equivalence 

n/a n/a 

no 

comparison 

data 

HVAC and Net 

Electric 

Baseload 

0.28 W/SF 0.08 W/SF 

no 

comparison 

data 

Operational 

Consistency 
Erratic Stable Inspection 

 

The 5,500 SF Vancouver office has an obviously high gas energy use that does not seem to be driven by a 

longer-than-normal schedule by the tenants or the HVAC schedule. This may be in part to the low level of 

Tenant Usage (requiring more heating), though it is extremely high compared to buildings with a similar 

internal gain in the NBI set, causing a Design and Operations versus Tenant ratio of 6. The lighting 

system is not very responsive to daylight despite the stable tenant schedule, and the overall usage level for 

lighting is median. The HVAC and Net Electric Baseload appears very low, and the Operational 

Consistency is stable, which may indicate the gas usage is an envelope rather than operational issue as 
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there are no large gas Direct Loads or gas water heating at the site. The designer should reexamine and 

upgrade the methods used in the envelope design for the next project. 

7. RESEARCH SUMMARY 

This research focused on evidence-based (metered) performance feedback to guide understanding of, and 

improvements to, the performance of a building by various parties involved in its energy use.  NBI found 

that certain combinations of metrics of whole-building and system energy usage formed meaningful 

indicators of good performance.  The metered Key Performance Indicators suggested in this report are 

intended to serve as a next-level approach after whole-building feedback methods for designers, 

operator/auditors and tenants while remaining well short of the advanced algorithmic FDD type 

methodologies of many commercially available software tools.  

The KPIs in this research report represent the sixth step in the following research progression: 

1. A whole-building review of energy bills of 22 California buildings. 

2. A FirstView analysis of the of 22 California buildings. 

3. Development of Owner Reports and interviews on Energy Performance results. 

4. A sensitivity analysis of the relative impact of energy use features through extensive modeling 

data. 

5. Site visits with audits and interviews at 12 of the 22 research buildings to establish the minimal 

set of priority metrics on energy performance and accompanying options for plotting that further 

reveal information about the building. 

6. System-level metering at two building sites to explore real-time and trending energy use at a 

system and a whole building level in a known commercial environment.   

The sections below briefly summarize aspects of the Whole-Building and FirstView approaches as initial 

levels of performance review and show examples followed by the research conclusions on system-level 

metering.  

7.1. Whole Building Metrics 

All building energy reviews, and the most common market and industry understanding, begin with whole-

building metrics.  Some considerations of whole-building metrics are: 

 Whole-building data review is the first, and still largely absent, step toward market 

improvements of energy performance. 

 Energy cost is the most widely considered metric by the market (owners and property managers) 

because it is a metric universally delivered and quickly understood but it can represent more than 

just energy consumption (base fees, taxes etc.).  Total energy use by month or by year, 

ENERGYSTAR score, and energy use intensity (EUI) per year, in that order, are other 

commonly used whole building performance metrics.  

 Establishing an ENERGYSTAR score through Portfolio Manager has gained significant market 

use over the past ten years, and new disclosure ratings requiring it will further increase this 

simple level of whole-building energy performance.  
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 LEED and Green/Energy Program Ratings of performance are considered a market metric and 

are now being used as policy metrics (e.g. achieve LEED Silver, Savings by Design) with energy 

as a portion of these ratings.  

 Feedback on energy use through whole-building metrics and comparisons with like buildings is 

a primary starting point for increasing the initial understanding of performance and helps move 

toward more specific feedback on metered systems and KPIs. 

7.2. A FirstView of Performance 

Whole building monthly fuel data and a few building characteristics can be further analyzed to provide 

first-level KPIs on broad building areas of energy use. This hybrid approach of ‘whole-building data in 

and broad KPIs out’ is a next step toward deeper understanding of energy performance as was done in this 

PIER research.   Some considerations of energy signatures and FirstView are: 

 The easiest next step for an initial deeper view of performance and areas of possible 

improvement comes from analyzing energy use correlated with outside temperature via a tool like 

FirstView.   

 Simple tools built on sophisticated analysis platforms like FirstView can be widely scaled and 

provide feedback, trending and simple initial diagnostics.   

 A significant increase in performance understanding and direction for improvements can come 

from applying energy signature and analysis tools prior to investing in metering and/or audits.  

 The FirstView tool relies only on input of the most fundamental and accessible level of data at 

little cost and automates the performance results into a heating curve, a cooling curve, domestic 

hot water and baseload energy.  These correspond to three target feedback areas:  

o Design - heating and cooling slopes and amounts can indicate shell issues and equipment 

selection and efficiency 

o Operations and Controls - the slopes for heating and cooling and the overlap of these, 

as well as the volume of energy use in the baseload, can indicate control issues or 

operational failures) 

o Tenants – the baseload profile indicates the lights and plugs (internal gains) that are in 

the control of the tenants (although setbacks on lights can be a control issue) 

 Feedback from FirstView and other whole building analysis tools require intuitive graphics, 

simplified and automated messaging, and clear introductory explanations to the user.  

 This next step of screening performance requires a modest cost compared to a whole building 

metric and greater attention and action.  

7.3. System-level Metered KPIs  

This next level of useful guidance comes from: (1) assuring that the whole-building electric meter records 

interval data and (2) submetering a few major end use categories.  The conclusions provide an overview 

on the submetering and the KPI Findings by audience with examples.  

7.3.1. Overview of Submetering Issues  

 Performance improvement must incorporate several ‘layers’ of approaches starting from simple 

through to deeper knowledge and opportunities as shown in this research.  
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 A small set of key performance indicators, represented graphically, can provide insights on the 

majority of energy use within a building in the absence of, or in addition to, a full energy 

information or management control system. 

 To assess performance, the evidence-based KPIs need to have comparisons of other like 

buildings, targets and/or the building over time.   

 Benefits of submetering come from the greater specificity of how energy is being used and from 

the additional analytics available from interval data.  Both help inform the individual DOT 

groups. 

 Submetering can be done at relatively low cost if planned for at the time of initial wiring. 

 Adding two additional meters to an existing building – on lights and plug loads – allows for a 

reasonable level of disaggregation of energy use into the major areas and informs which audience 

impacts that use. 

 Metering need not be permanent.  A “meter-in-a-box” could be developed and loaned through 

utilities or contractors thereby reducing the cost.  

 System-level metering of existing buildings is dependent on the wiring independency of the 

systems. Cost and accuracy can vary widely due to the unknown state of the panel and wiring.  

 Interval whole-building data are critical to system-level load KPI analysis because one of the 

system energy uses, in this research case the HVAC and Net System load, is calculated by a 

deduction of the metered lighting and plug loads from the whole-building energy use. 

 Related research
6
 suggests that one of the largest areas of saving in an existing leased building is 

tenant-level submetering rather than whole building or by system.  This, along with correct 

lease pricing signals (tenant pays for power) can drive significant attention to operating schedules 

and tenant use.  

 Improved clarity of the KPIs is needed and presentation should vary by audience (improvement 

on these aspects is a part of the final stage of this research).   

7.3.2. Design: System-level KPIs  

Designers and asset raters need high-level feedback at an individual building and for a portfolio of 

buildings to track the building attributes that reflect a superior design.  KPIs for designers should answer 

questions like “Is the design working well despite operations and tenant choices? Which part of the design 

in particular? Are there poor performance issues driven by design choices? Is the HVAC system I chose 

better than one from another building?” Each indicator provides a piece of evidence.  The intention is that 

they be used together as a set to make overall design determinations and then combined with other 

analysis like FirstView and non-metered building attributes to reveal a final assessment. The list below 

provides the research determination of the top ten metrics to inform the design team regarding building 

energy performance.  Many of these overlap with other audiences and provide KPIs for operators or 

tenants as well. Generating intuitive names and graphics beyond those used in this research report is the 

next stage of this research. 

1. Schedule Visualized Annual System Energy Use Index (EUI) - Quickly indicates what system is 

responsible for the most usage and its approximate schedule of typical activity. 

2. Tenant Schedule Stability - The designer can see if occupancy changed during the year of performance.  

                                                      
6
 Do Green Buildings Make Dollars and Senses?  Miller, Norm UC San Diego, Pogue, David CBRE 2012 
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3. Tenant Usage - Provides more details and an assessment of how the tenant’s usage impacts the building.  

4. Design and Operations versus Tenants - Provides a simple numerical assessment of annual design and 

operations usage versus tenant usage. 

5. Daylight Effectiveness - Determines if the daylight design or daylight controls are effective.  

6. Overall Lighting Design Performance - Determines the performance of the lighting design and usage 

compared to other lighting designs. 

7. Lighting and Plug Load Design Equivalence - Checks the performance of the lighting and Plug Load 

system in metrics similar to those of a design model.  

8. HVAC and Net Electric Balance Point - Determines the magnitude of the HVAC and Net Electric 

contribution towards the building energy use as well as track the change in simultaneous heating and 

cooling.   

9. Operational Consistency - A simple check of the consistency in operational settings and functions. 

7.3.3. Operations: System-level KPIs 

A building operator will find value in the FirstView output as well as the Design KPIs mentioned above 

but will need more frequent feedback than designers to optimize building performance. Small to medium-

sized commercial buildings may not have an active operator, as was the case in the two research sites, and 

the information relevant to the building operation may be utilized by an energy auditor or even a 

responsible site tenant. Based on this, for this analysis we suggest a minimal of a quarterly inspection 

interval.  

The list below summarizes the Operator KPIs derived using system-level metering. The underlying 

metrics of these indicators are similar to the Design metrics but are different in subtle ways that provide 

feedback more specifically to the operator in areas they can influence through efficiency strategies and 

measures. The operator wants to know “Is the building still doing well? Are the changes in energy usage 

due to my actions or the tenants? How am I doing with the equipment I can influence, e.g. common area 

lights, HVAC equipment?” 

1. Operational Schedule Consistency - Compares lights, plugs, and HVAC schedule to ensure alignment 

and also establish occupancy stability.  

2. Lighting and Common Area Usage - Compares metrics of common area and lighting base load usage to 

reveal savings opportunities that the operator can address or track.  

3. Operational Daylight Effectiveness - Compares occupied lighting performance with night lengths to 

establish daylight controls functionality.  

4. HVAC and Net Electric on Unoccupied Days - Provides an indicator of unnecessary HVAC operation 

when no tenants are present.  

5. Operational Consistency - Similar to the design KPI this indictor reveals operational inconsistency 

through a comparison of monthly and weekly data. 

7.3.4. Tenants: System-level KPIs 

Tenant actions regarding plug load controls, lighting settings and (in some buildings) thermostat settings 

can have a big impact on overall EUI. Tenant KPIs provide feedback on energy use trends in a way that 

makes for easy comparison to other similar sites. 
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Tenants want to know, “How are my choices impacting the building energy use? Is this considered good 

or bad? If I take action then what changed? Are we leaving things on at night?” 

The two primary tenant KPIs are shown in Table 22 and Table 22 below. The schedule of plugs and 

lights energy use is represented directly within these two KPIs as “off hours ratio” whereby a high ratio 

shows energy use during unoccupied periods and flags potential savings. Tenant KPIs shown in   
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Table 22 and Table 23 are intended to be presented to the tenants regularly, perhaps trended 

continuously with a trailing window to allow tenants to take actions that reduce their energy usage and 

result in better metrics. The use of regular metrics will make comparisons to other facilities easier.  

1. Tenant Plug Load Feedback - Provides a means to show tenants how their plug load usage compares to 

other like-type tenants and track performance. 

2. Tenant Lighting Feedback - Provides a means to show tenants how their lighting usage compares to other 

like-type tenants and track performance.  

7.4. Expansion of System-level Metered KPIs  

The expanded use of system-level KPIs in the market requires the following: 

 Close coordination on fuel distribution and wiring design issues. Detailed design guidance to 

support codes. 

 The design community needs directly useable guides on how to specify system level wiring 

requirements for contractors. 

 Benchmarking and interpretation of submetered data needs consistent definitions of what is 

included in the broad end use categories 

 Submetering systems needs to move to a standard practice for green certifications and an 

eventual requirement through codes.  

 Slow and steady progress to arrive at solid consistency in design by 2030. 

8. MARKET PATHWAYS 

Analysis of building energy use though system-level KPIs is a valuable tool to assist in the evaluation, 

operation and energy monitoring of commercial buildings, representing a next step past the whole-

building meter. The market for evaluation of commercial building energy performance is dominated by 

the whole-building annual metric and regression analysis comparisons to other like-type buildings using a 

large national or state data set. More advanced methods like FirstView are changing the possibilities for 

energy performance assessment and can drive performance-based efficiency programs and new financing 

strategies. The system-level KPI approach using consistent definitions and approaches for existing 

buildings can take the simple initial whole building methods one step further using metered data. 

8.1. Market Use 

The value of this set of metrics is greatest for small to medium-sized buildings which don’t typically have 

full-time operators or advanced energy information systems.  Aligning with the previous stages of this 

project, a research intention is to “connect the DOTs” (designers, owners, operators, tenants) so that each 

metric relates to specific feedback needs of these various players in energy performance.  Often single 

metrics address the needs of multiple audiences, each of which will derive different types of actions from 

the feedback provided. From selected KPIs of actual energy performance the DOTs can do the following: 

 Designers can review or create comparable “as-designed” metrics from the initial energy 

modeling for the building, thus gaining more insight into areas where results differ from 

expectations.  The results can directly support improving future designs of the same firm.  The 

separation of energy use attributed to tenant loads and schedules from that for conditioning the 

tenant space is also directly aligned with the designers’ need for feedback on the chosen structure 



KPI Field Metering and Performance Feedback 

NBI PIER Evidence-Based Design Program 500-08-049 

 

 40  July 2012_rev March 2013 

 

and systems. These KPIs would also allow designers to improve the way they serve tenants by 

providing consistent metrics to enable tenants to improve their own efficiency. 

 Owners can readily see areas worthy of additional investigation on the part of operators or 

contractors. The package of metering and KPIs can provide the next layer of specificity without 

(or before) any onsite audit, and will thus be able to more effectively target onsite audits or 

investigations. 

 Operators, energy auditors and energy managers can get an initial look at how the building uses 

energy and where the big problems lie and use these high-level metrics to prioritize issues and 

areas for attention - even in larger buildings with more complex EIS systems. For smaller 

buildings the KPIs reduce the time to identify areas of deviant performance which helps increase 

the likelihood that improvements can be pursued.   

 Tenants (Tenants) can be informed of the impact of their equipment and lighting use. With trends 

toward tenant-level metering and green lease guidelines, simple KPIs can help tenants manage 

their use and costs and serve as the basis for negotiations on energy-related lease aspects.  

In addition, this level of performance feedback supports other market players: 

 Utility energy efficiency program managers can integrate a short set of KPIs and the associated 

system metering as a measurement and verification component of incentive programs. Utilities 

also begin with the whole building data necessary to benchmark the building at the highest level 

and an enormous set of data on comparable buildings. Utilities have a unique and critical role in 

providing access to performance data that can facilitate target setting and feedback.   

 Policy managers can establish a whole building metric and a set of KPIs with metering 

requirements within existing or reach codes, to inform asset and operational ratings, and as a 

reporting requirement to guide policy development.  KPIs also serve as a more complete M&V 

set of data to correlate savings attributable to efficiency changes versus changes in occupancy 

usage or schedule. The potential for KPI-based evaluation and analysis with temporary metering 

is very real and could be cost effectively scaled if integrated into standard practice at key 

transaction times such as sales or permits.  

 Modelers can apply simple system-level metering to enhance inverse modeling tools by 

providing a monthly measure of occupancy or internal gain. The evidence-based KPIs allow a 

modeler to calibrate the original model for a building, if one existed, or to establish a benchmark 

for next phase changes.  

 New tool developers are setting a furious pace of development of metering and data acquisition 

products, particularly in California. FirstView and System-level KPIs can provide evidence-based 

data for inverse modeling products, databases for comparison building sets, to improve 

diagnostics, and to inform the depth and approach to delivering performance information to the 

market.  

8.2. System-Level Meters and Design for Meterability (DFM)  

Some emerging commercial building projects are placing a focus on the segregation of electrical and gas 

system-level loads to facilitate energy metering, but even among these projects there is no definition 

reference that results in metered energy metrics that can be compared from building to building, or in 

energy metrics that align with direct or inverse energy models. Further, there is a lack of guidance in the 

design community on methods that result in easily metered buildings with little or no added 

design/construction cost. 
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Successful implementation of the metered KPI approach requires an energy distribution layout that can 

capture the relevant system energy usage information in a reasonable number of meter points. The layout 

can be accomplished relatively easily in new construction with proper attention to electric panel layout in 

the design stage.  

Widespread coordination of a Design for Meterability (DFM) approach would facilitate the coordination 

of projects that will permit permanent or temporary meter installation to gather KPI data. The idea of 

DFM is making inroads in codes like IgCC which has system segregation requirements. Further market 

intersection can occur through design firms with awareness and design guidelines to meet a standard that 

allows cost-effective system-level meters. 

The DFM practice should assist designers through codes and design guidance documents to create a 

building that can be easily metered at any time or for any length of time to improve the cost benefit 

proposition of measured performance at the system level.  

9. NEXT STEPS 

Through the PIER Evidence-based Design and Operations research project, NBI has worked to forge a 

measured performance pathway from whole-building energy analysis using annual benchmark 

comparisons and the monthly inverse modeling FirstView through hourly interval analysis at the system 

level. Naturally the methods become more complex as intervals are shortened, meter points added, and 

the audiences stretched to separate design, operator and tenant/tenant-relevant feedback.  

NBI sees a need for further integration between the FirstView tool and the indicators and system data 

discussed in this document. In particular to enhance the underlying logic of the FirstView tool to accept 

more direct, shorter interval measurements of energy use parameters. The meter-based KPIs discussed in 

this report should be examined in a broader context of KPIs from other sources. Within this PIER project 

the planned next steps include: 

 Beta test and functionality / market impact of the FirstView tool with architects, operators and 

utilities.  

 We are working to reach out to code experts and designers who have tried system-level meters to 

gather information on the current state of progress and successes and failures. 

 Follow up with existing energy feedback tool vendors in California to share findings from this 

research and influence the customer information.  

 Publish and present findings, including using definitions suggested as a platform for industry 

adoption of a common vocabulary on system level energy performance topics.  

 

Additional work and research in the area includes: 

 A more detailed and collaborative effort on DFM should be arranged among the stakeholders 

discussed in this report, especially among architects and mechanical and electrical professionals 

in the design community, to begin the process of defining systems that will serve as a cohesive 

framework for evaluation and assessment of buildings. Additionally, more detailed studies of cost 

and benefits of DFM projects involving real firms should be conducted. 
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 More exploration of the state of electrical and gas distribution in commercial buildings is needed 

to get a more representative sample of whether the definitions discussed herein will serve existing 

buildings or whether changes or broadening may be necessary. In buildings with extreme 

blending of circuits, the cost benefit of wiring changes or temporary application of granular 

metering can be explored and reported. 

 Convene a forum of experts and stakeholders to work on system level definitions. This may begin 

with an interim level that separates out the tenants from the rest of the building so that operators 

and designers can reach industry-level agreement. This is more realizable in existing buildings. 

By settling on standard definitions there can be greater harmonization of data from existing 

projects conducted in many locations. 

 The system level metering described here could then be the basis for new construction. 

 Lastly, a pilot project based on system-level analysis should be introduced into a currently 

operating new construction incentive program to test the viability of the approach, especially 

regarding the “black box” approach or a temporary metering-based approach. Yes, utilities need a 

mechanism to intersect this market and have the metering and installation expertise. A pilot 

project or two might answer cost questions and reveal where the utility can support its programs 

for new construction and create a potentially new revenue stream included in the rate base. 
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10. APPENDIX 

A. Terminology and Metrics 

Active/Inactive Power or Energy Use Rate:  The active or inactive state is determined using an 

algorithm for deviation from an average during the day which indicates equipment being “on” or in use 

by tenants/operators. The power or energy use rate in the inactive or active state is an average of the 

values in that state in the interval studied. 

Base load: An amount of power or energy use rate that is a constant minimum. 

Occupied Energy Use Rate: The rate of energy use in a system from 6AM to 6PM on a workday (i.e. 

not a Saturday, Sunday or Holiday). 

Off Hours Ratio: A ratio of the Occupied Energy Use Rate to the Unoccupied Energy Use Rate. 

Expresses the amount of lighting or equipment left on at night on workdays. 

Peak Energy Use Rate Density: The maximum energy use rate for an hourly interval seen in the period 

of time analyzed. This provides a good measure of installed capacity for lighting and plug loads as well as 

a tracking metric for performance management. 

Unoccupied Energy Use Rate: The rate of energy use in a system from 6PM to 6AM on a workday (i.e. 

not a Saturday, Sunday or Holiday). 

Weekday Energy Use Rate: The rate of energy use in a system over a 24-hour period on a workday (i.e. 

not a Saturday, Sunday or Holiday) 

Weekend Energy Use Rate: The rate of energy use in a system over a 24-hour period for Saturdays, 

Sundays or  Holiday.  

Weekend Ratio: A ratio of the Weekend Energy Use Rate to the Weekday Energy Use Rate. Expresses 

the amount of lighting or equipment left on the weekends or Holidays 
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I. Introduction 

This report is part of the three-year Evidence-based Design and Operations Research Program, begun in 

September 2009 by New Buildings Institute (NBI).  The work is sponsored by the California Energy 

Commission (CEC) as part of a pilot project under the CEC’s Public Interest Energy Research (PIER) 

program.   Project #2 of this research, High Performance Building Measured Performance, has the 

following research objectives:   

o Documenting the measured performance levels at a set of California high performance 

buildings; 

o Determining the primary reasons for observed variation in performance; 

o Developing a set of key performance indicators that can predict these performance 

outcomes; 

o Segmenting the performance components attributable to design, operations and tenant 

activities. 

This report documents the findings from Task 2.3, Performance Assessment and Characteristic Analysis, 

and fills a key role in the overall project.  The initial research phase (Task 2.2) gathered preliminary site 

data and evaluated energy usage on 22 buildings.  This task (Task 2.3) examines a subset of those 

buildings by conducting site visits and collecting system level data to understand variations in 

performance levels and how they compare to key performance indicators.  A secondary goal of this task 

was to provide understandable and actionable feedback to designers, owners, and tenants of commercial 

buildings. With this information individuals can directly and effectively participate in efforts to improve 

building performance, thereby increasing the number of buildings designed to high performance 

standards that truly meet or exceed their objective.  

Specifically the evaluators looked at both whole building performance characteristics and individual 

design features, and the results and findings from these site evaluations are included in this report.  

Building owners also received confidential individual building reports of results and recommendations 

specific to their building. 

This research phase reported here, was carried out by PECI as the primary site investigator, and NBI as 

overall project manager.  We thank the many building owners, operators, occupants, and design team 

members who assisted in providing their time and data for the study. 

This report describes a) site analysis and data collection methods; b) analysis methodology and building 

scoring procedures; c) performance indicators and whole building findings; d) design feature findings; 

e) summary and conclusions. 

A. Executive Summary 

Twelve high performance buildings were investigated as part of this study, and building characteristics, 

performance data and design, construction and O&M lessons learned from facilities staff and design team 

members were compiled.  The primary objective of this project was to evaluate the efficiency of high 

performance buildings and specifically discover which building features best contribute to building 

efficiency. A secondary goal was to provide understandable and actionable feedback to designers, 

owners, and tenants of commercial buildings. 

The major findings from the study shed light on both new information related to high performance 

buildings, as well as reinforce existing best practices and challenges that are known in the market.  The 

data and findings for each building were analyzed from three perspectives: 

 Performance indicators: Includes an assessment of whole-building metrics to better understand 

building performance.  Some of the metrics evaluated include level of LEED certification 

achieved, % savings achieved through Savings by Design program participation, Energy Star 

score, Energy Use Intensity (EUI) and PECI Whole Building Scores (described in the report). 
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 Whole building: Includes an overall, high-level review of building performance, including lessons 

learned from design, implementation and operations and maintenance (O&M) for the facility. 

 Design feature: Includes the examination of individual design features (e.g. lighting controls) and 

the findings associated with these features.  Design features were identified prior to each site 

visit, and evaluated based on the design, implementation and commissioning, and O&M practices 

observed on site. 

i. Performance Indicators 

A strong correlation between building performance (e.g. EUI, Energy Star score) and high performance 

building ratings (e.g. LEED points) was not identified.  For example, two office buildings that received 7 

LEED Energy and Atmosphere points had EUI’s that were 25-50% higher than another office building 

achieving the same number of points.  Different buildings may have significantly different plug loads (e.g 

data center located in a building), which could explain the discrepancy.  These findings are similar to 

other recent market studies1.   

A correlation was identified between the PECI Whole Building Implementation and O&M Scores and 

overall building energy use. This correlation indicates that simply designing energy efficient features into 

the building does not guarantee that they will be installed or operated properly.  An efficient building must 

go beyond design, and ensure that design features are properly installed and documented (i.e. thorough 

commissioning or functional testing).  Additionally, building operation and maintenance can significantly 

impact design feature performance, and building operator training and education on effective operation of 

complex features is needed to ensure that energy performance persists through the building’s life.   

ii. Whole Building Findings  

Whole building results include the following major findings: 

 Design and construction coordination was found to be a necessary component in the design 

of a high performance building, often referred to as an integrated design process.  Most design 

teams interviewed were able to capture some key aspects of this coordination and 

communication, yet there were still instances where timelines where rushed or a communication 

breakdown occurred between the owner, design team, or contractors resulting in a design feature 

that strayed from the original intent.  

 The commissioning process was generally found to be a valuable owner investment by those 

projects that pursued a full commissioning process.  Additionally, those buildings which went 

through the full process (i.e. design review through post-occupancy commissioning and complete 

documentation) were found to have fewer design flaws and operational issues during the site 

visits.  The commissioning process for new construction also reinforces the bullet above 

regarding the integrated design process, as the commissioning provider can often be the design 

team member in charge of ensuring that coordination between design team members, disciplines 

(e.g. mechanical and plumbing) and the construction team occur. 

 Building operator training and education on effective operation of complex features is needed 

to ensure that energy performance of these features persists.  

 While occupant behavior is known to be a big influence on building operation, it was still 

surprising to find that many building occupants interviewed were oblivious to the design strategies 

incorporated into the building and uninformed on the overall energy goals.  In some instances, 

lack of occupant education led to underutilized design strategies (e.g. natural ventilation) or 

disabled strategies (e.g. the photocells for daylighting controls were found taped over with paper 

at one site).  Occupant engagement in the design process and awareness of the design 

strategies in place may help to mitigate these issues. 

                                                      

1
 C.Turner, M.Frankel. Energy Performance of LEED for New Construction Buildings. New Buildings Institute, March 

2008. 



 

Energy Performance Assessment Final Report   page 5    February 2011 

iii. Design Feature Findings  

The major findings associated with individual design features include: 

 HVAC design and control: Complex HVAC controls and design strategies do not necessarily 

correlate to energy savings.  At several sites evaluated, a complicated HVAC design was not well 

communicated through the construction process and led to sub-optimal installation of design 

features and in some cases an increase in building energy consumption rather than a decrease.  

Sites that designed the HVAC system with O&M in mind often resulted in simpler yet more 

manageable HVAC systems.   This is not to say that aggressive controls strategies are 

impossible, but in order to be successful and result in energy savings they must be thoroughly 

documented and tested (i.e. through functional testing or commissioning) to ensure they are 

operating per the design intent.  Additionally, building operator training and education on the 

operation of these features is essential to maintaining these strategies. 

 Demand controlled ventilation: Specifically, demand controlled ventilation controls strategies 

were consistently observed to be non-functional. Most of the buildings in this study were found to 

be over-ventilated and design ventilation rates were poorly documented. Poor documentation and 

lack of understanding of demand controlled ventilation strategies lead to diminished energy 

savings as CO2 sensors fell out of calibration, controls strategies were not set-up properly or set 

points were overridden. 

 Lighting systems: In general lighting systems were found to be successfully installed, and 

lighting energy savings were achieved through an average reduction of 20-30% in lighting power 

density below code across almost all sites.  Additionally, lighting controls (e.g. occupancy 

sensors) were found to be an effective strategy for managing energy consumption associated 

with lighting.   

 Daylighting controls:  At most sites daylighting opportunities were present; however, daylighting 

controls were found to be underutilized (not installed) or non-functional (e.g. disabled or not 

optimized) at 9 out of the 12 sites.  

 Envelope:  Improved building envelope features were found at most sites with minimal design 

flaws or construction issues noted by design team members and facility staff.  Roof and wall 

insulation levels were typically observed to be 10-20% better than code required levels.  Low-e 

glazing coatings, reflective roofing material, and window-to-wall ratios less than 20% were 

consistently observed on the majority of sites. Both automatic and manually controlled shading 

devices were found to have some design and O&M issues such as lack of occupant education on 

manually controlled shades, controls issues with automatic shades and selection of window 

shade material that did not adequately reduce glare. 

 Plug loads:  As anticipated, plug loads were found to vary widely between sites (which 

significantly impacted energy consumption at some sites) and plug load reduction strategies were 

underutilized.  At some sites with computer labs or workspaces with individual computers, simple 

strategies such as installing energy management software on the network, could be an effective 

method for ensuring that computer equipment is shut-down or set to ‘sleep mode’ when the 

building is unoccupied. 

II. Summary of Methodology 

A. Preliminary Site Analysis and Data Collection 

Initially, during Task 2.2, 22 buildings were contacted for participation in the project. Each building was 

then evaluated by NBI through an analysis of monthly energy bills in relation to outside temperature, 

referred to as the Energy Signature (Figure 1).  Characteristics from the Energy Signature helped to 

suggest specific performance areas that may warrant further investigation.  For example, if the heating 

slope is steep, it suggests poor insulation or excess ventilation levels.  After completion of the Energy 

Signature, a phone interview with a building representative(s) regarding building features, design, and 

operation was conducted to gather additional information on building characteristics and discuss the 

results of the preliminary Energy Signature. 



 

Energy Performance Assessment Final Report   page 6    February 2011 

Figure 1: Energy Signature 

 

 

 

 

 

 

 

 

 

 

B. Site Selection  

From the candidates noted above, all of whom had participated in a new construction energy program 
(e.g. LEED, Savings by Design), investigators were looking for buildings of varying size, type, features, 
and climate zones that were either performing very well or poorly based on their utility data. Ultimately, 
twelve buildings were selected to participate in the follow-up site visits. These buildings were selected 
based on owner interest, energy bill analysis results, building type and size, and the presence of high 
performance design features.  
 
All admitted buildings are considered to be high performance buildings; indicated by their participation in 
LEED certification, Collaborative for High Performance Schools (CHPS), or Savings by Design programs. 
These facilities were built or substantially renovated between 2003 and 2008. Table A provides basic 
information about the characteristics of the buildings selected. 
 

Table A: Building Site Characteristics 

Site # Building Type Size (sq.ft.)
CA Climate 

Zone (Title 24)

Year 

Constructed
Programs

1 College 82,076 9 2006
- Savings by Design

- LEED NC - Gold

2
Library / 

Office
61,935 9 2008

- Savings by Design

- LEED NC - Gold

3 Office 538,162 12 2006
- Savings by Design

- LEED NC - Gold

4 School 71,740 4 2003
- Savings by Design

- Collaborative for High Performance Schools (CHPS)

5 Office 72,000 13 2005 - LEED NC Certification

6 Office 72,000 13 2005 - LEED NC Certification

7 Library 95,916 3 2006 - LEED NC - Gold

8 School 63,450 10 2008 - Savings by Design

9 School 52,000 10 2008 - Savings by Design

10
Recreation / 

College
59,538 2 2004 - Savings by Design

11 Office 14,000 3 2007
- Savings by Design

- LEED NC - Platinum

12 Recreation 32,000 3 2007
- Savings by Design

- LEED NC - Gold
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C. Data Collection 

Data was collected primarily during an on-site visit by the investigation team, which consisted of two 

engineers. During site visits various data collection methods were utilized including interviews, review of 

building automation system data, observation during facility walk-through, building documentation review, 

and information from data loggers. 

i. Site Visit Description 

Site visits were typically two consecutive days, during which investigators performed the following tasks: 

1. Interview and walk-through of the site with facilities staff to get a better understanding of the 

systems, operating practices, maintenance schedules, etc. 

2. Review building automation system (BAS) with knowledgeable facilities staff to understand 

available data points, use of controls, and availability of trend data. 

3. Interview team members from the design and construction process to get feedback on lessons 

learned and each member’s perception of the outcome of the project relative to design intent. 

These interviews were conducted with owners, architects, engineers, controls contractors and the 

commissioning provider. The individuals interviewed at each site varied based on the availability 

of original design team members or individuals present during the construction process. 

4. Interview building occupants about how comfortable they find the spaces and their experiences 

and interactions with features such as lighting systems, daylighting controls, and other high 

performance features. 

5. Investigate design features and observed energy patterns for the site. In particular, notable trends 

identified from the Energy Signatures prior to the visit, such as simultaneous heating and cooling 

or high ventilation rates, were investigated. 

ii. Level of Data Collected 

Methods for data collection varied at each site based on availability of documentation, staff, and 

especially trend data from the BAS. The table below lists the intended evaluation methods for each 

feature category; however, not all methods listed could be employed on each site.  

Table B: Design feature site evaluation methods 
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D. Analysis Methodology 

Information relating to energy and building feature performance for each site was gathered, reviewed and 

populated into a spreadsheet referenced as the “feature matrix.” The feature matrix was organized by 

feature category (i.e. lighting, heating, cooling), and further broken down into specific design features (i.e. 

lighting controls, heating system, air-side economizer). All data collected about the project were tabulated 

in the design feature matrix and used in the analysis to easily compare building features at different sites 

to one another.  

i. PECI Scoring Method 

After each site visit was complete and the feature matrix populated, the conclusions drawn for each 

feature were used to score that feature in three categories: design, implementation, and operation & 

maintenance (O&M). Scores were assigned to each category on a scale of 0 to 3 based on the criteria 

outlined in Table C. Each scoring category was defined and evaluated as follows: 

 Design: The design score captures the design intent of the feature and was assessed based on 

a review of design documents and interviews with design team members. 

 Implementation: The implementation score captures the commissioning and overall construction 

of the feature and was assessed based on general observations, commissioning interviews and 

documentation available on the feature. 

 O&M: The O&M score captures how the feature is being maintained and was based on the 

quantitative assessment of the feature from data collected, available O&M documentation on the 

feature, and on conversations with the facilities staff. 

Table C: Design, Implementation and O&M score definitions 

 

This scoring methodology provided a way to evaluate each feature consistently in an effort to assess the 

performance of the feature and compare it to other sites evaluated. Separating the scores into design, 

implementation and O&M allowed the investigators to reward a feature for good design intent and 

documentation, regardless of whether or not it is was found to function as intended.  

ii. Scoring Reconciliation & Weighting 

It was evident that the issue of bias and consistency of scores would need to be addressed because the 

investigation team changed from building to building. To minimize variability, feature scores were re-

evaluated based on the details captured in the feature matrix of each building. The reconciled feature 

scores were then used to compute a percent of total points achieved, which is equivalent to a whole 

building score.  

To account for the fact that an insulation feature may not impact energy performance as much as heating 

system selection, scores for each feature were weighted by end-use energy consumption.  The weighting 
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factors used are illustrated in the Figure 2 below, and are based on an average building energy use 

breakdown from California End-Use Survey (CEUS2) data3.  Envelope features (e.g. glazing) do not have 

an associated end-use, but do impact heating and cooling loads and were included in the heating and 

cooling energy use scores4.  

Figure 2: Weighted energy end-use breakdown for all sites 

 

 

 

 

 

 

 

 

III. Evaluation Results and Findings 

A. Performance Indicator Results 

Several metrics exist that can be used to indicate how well a building is performing or how well a building 

is designed to perform. Metrics include:  

 Energy Use Intensity (EUI) in kBtu/sf/yr: Annual building energy use per square foot, 

expressed here in units of kBtu/sq ft/year, where kBtu = 1000 British thermal units; 

 Leadership in Energy and Environmental Design (LEED Certification): The US Green 

Building Council maintains a green building rating system.  LEED projects are certified at different 

levels (certified, silver, gold, platinum) depending on the number of points successfully achieved 

through the LEED credit system.  Energy and atmosphere credits (EAC) relate specifically to 

building energy performance include: 

o EAC1 – Minimum energy performance, 
o EAC3 – Enhanced commissioning, 
o EAC5 – Measurement and verification; 

 ENERGY STAR ® Score: The ENERGY STAR program for commercial buildings gives buildings 

a 1 – 100 score based on actual energy use. The score indicates the approximate percentage of 

similar buildings that use more energy per square foot than the rated building; 

 California Commercial End Use Survey (CEUS) rank: A study of commercial building energy 

use, built from a sample of nearly 2800 facilities.  When benchmarking a building’s energy use 

against CEUS data, the building falls into a quartile compared to similar buildings within the same 

climate.  A building falling in the 1st quartile indicates that the building’s energy use performs 

worse than 75% of similar buildings.  Alternatively, a building in the 4th quartile performs better 

than 75% of similar buildings; 

 Savings by Design (% savings): A new construction energy efficiency program for 

nonresidential buildings funded through California utilities, providing incentives for efficiency 

measures reducing energy use beyond the code requirements of Title 24; 

                                                      

2
 CEUS: California End Use Survey. California Energy Commission. <http://capabilities.itron.com/CeusWeb/Default.aspx> 

3
 Office, school and college building type CEUS data was used to generate Figure 1. Several sites visited were difficult to categorize 

and were included in the building type category that was closest to the building’s actual operation 
4
 Envelope feature scores were rolled into the heating and cooling scores and given a small portion of the heating and cooling end 

use (5 - 6%). 

http://capabilities.itron.com/CeusWeb/Default.aspx
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 PECI Whole Building Score: An overall score provided to each building, based on the individual 

feature scores (ranging from 0-3) of each building feature. The overall score is displayed as a 

percentage (from 0-100%) and is estimated by dividing the total number of points achieved by the 

building by the total possible points available to that building.  Each site received an overall PECI 

Whole Building, Design, Implementation and O&M Score. 

i. Performance Indicator Analysis Results 

Table D includes information about where each site fell in the assessment of performance indicators. 

Investigators attempted to correlate these national performance metrics and PECI Whole Building Scores 

in the study by comparing these numbers and plotting the metrics listed above against one another and 

the scores granted in this study. This analysis did not show a strong relationship between existing market 

performance indicators, but there was some correlation observed between PECI Whole Building Scores 

and EUI. 

Table D: Performance Indicator Scoring 

As seen in Figure 4 and 5, there is a correlation between PECI Whole Building Implementation and O&M 

Scores and building EUI, indicating that design team coordination and commissioning during construction 

generally demonstrate improved building energy performance.  The majority of buildings receiving high 

PECI Whole Building Implementation and O&M Scores underwent a thorough commissioning process, 

and were observed to have well organized building documentation on site that was referenced often by 

facilities staff.  

       Figure 4: PECI Implementation Score          Figure 5: PECI O&M Score 
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Site # Building Type
Size 

(sq.ft.)

CA Climate 

Zone (Ttitle 

24)

Electric 

Base load

Cooling 

slope

Gas base 

Load

Heating 

Slope

Simulataneous 

heating and 

cooling

Design Implementation O&M Overall

1 College       82,076 9 High Moderate High Steep Excessive 54% 54% 59% 56%

2

Library / 

Public 

Assembly / 

Office

      61,935 9 High Flat Average Flat Average 61% 76% 65% 67%

3 Office    538,162 12 High Moderate High Moderate Excessive 80% 60% 69% 69%

4 School       71,740 4 Low Flat Average Steep Not present 65% 80% 74% 71%

5       72,000 Average Steep High Moderate Excessive

6       72,000 High Moderate High Moderate Average

7 Library       95,916 3 High Flat Low Moderate Not present 69% 73% 69% 70%

8       63,450 

9       52,000 

10
Recreation / 

College
      59,538 2 Average Flat High Steep Average 76% 74% 76% 76%

11 Office       14,000 3 Average Flat Low Steep Not present 87% 81% 74% 81%

12 Recreation       32,000 3 High Moderate Average Steep Not present 56% 66% 72% 65%

School 10 42% 61% 68% 56%Low Flat Low Flat Not present

Whole Building Scores 

(% of possible points out of 100%)

Office 13 57% 56% 62% 58%

Energy Signature Assessment

A comparison between the building Energy Signature assessment and the PECI Whole Building scores 

was also evaluated and is illustrated in Table E below.  Investigators found that analyzing the Energy 

Signature prior to each site visit helped to effectively guide the site investigation, and individual design 

feature findings were generally found to be consistent with the initial Energy Signature observations.  For 

example, Site 1 was noted to have a steep heating slope and excessive simultaneous heating and 

cooling from the initial Energy Signature assessment.  These initial predictions were validated during the 

site visit, as the heating system was found to run excessively due to a combination of controls and design 

issues, such as a high boiler lockout temperature of 97 ˚F, three-way hot water valves throughout the 

VAV system reheat coils, and higher than normal ventilation loads associated with science lab equipment.  

Additional detail on similar findings is described in the feature specific sections later in this report. 

Table E: Energy Signature and Whole Building Score Comparison
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B. Whole Building Level Findings 

The results described in this section provide a high-level summary of the overall design and construction 

process, implementation and commissioning and O&M findings across all buildings evaluated.  More detailed 

findings related to specific design features are described in the Feature Level Results section of this report. 

i. Whole Building Design Findings 

The individual feature scores were reconciled and rolled up into a PECI Whole Building Score for each of the 

facilities surveyed. Generally, it was found that buildings with the highest PECI Whole Building Scores didn’t 

necessarily have the most advanced design features or controls installed. In this study, a building with complex 

systems and controls did not necessarily operate more efficiently than the buildings that had simple systems 

designed with occupant and staff needs in mind.  For example, at one building investigators found that a high 

efficiency chilled water plant was too complex for facilities staff to manage effectively. The complex strategies, 

such as enabling lag chillers based on calculated loads instead of chilled water supply temperatures, caused 

chillers to trip off frequently during staging. The complex strategies caused the plant to operate at less than 

optimal efficiencies and motivated a post occupancy project to simplify the sequence to improve controllability.  

Additional design best practices from a whole building perspective observed include: 

 Early communication of goals, expectations, and constraints enable a project team to deliver a 

product that meets the owner’s requirements within clearly defined boundaries; 

 Design phase commissioning provides a design review from an operating perspective, ensuring that 

system interaction has been considered; 

 Careful consideration of building type, function, and level of planned O&M during the design process; 

 The use of energy modeling to assess alternative designs can be helpful in identifying the most 

effective strategies and comparing the energy and cost benefits of these strategies over other design 

features.  Mechanical engineers interviewed at sites 11 and 12 both noted that energy modeling was 

necessary in the design, not only for making design decisions but also in educating the owner on the 

potential design alternatives.  At site 12, the mechanical engineer used energy modeling to illustrate the 

energy and cost benefit of the IDEC unit over standard packaged single zone DX and VAV systems to 

the owner. 

 Success was found at the investigated sites when synergies were identified between different building 

systems early in the design process to ensure that the appropriate performance characteristics are 

selected to complement interactive measures. For example, window placement, window-to-wall ratio, 

shading devices and glazing characteristics (i.e. shading coefficient, visible light transmittance, etc.) 

should be selected to utilize daylighting as well as minimize heat gain. 

ii. Whole Building Implementation Findings 

Each site visit included an interview with the building engineer, facilities staff or service contractor and, if 

possible, parties involved with the design process. This was done to gather information about the building 

systems, typical operating sequences, and lessons learned during the construction process. The key 

implementation findings were: 

 Early involvement of the commissioning agent mitigates challenges post installation and helps to 

establish realistic project goals and requirements; 

 Involving building maintenance staff in commissioning activities improves their understanding of 

building features and how to work with them to maintain building performance without sacrificing 

occupant comfort, thus improving design feature persistence; 

 A clear line of communication between all parties (owner, engineer, architect, contractor, etc.) is 

essential to a successful project, regardless of building/system type. The architect and owner’s 

representative at sites 2 and 12 both noted that establishing a Change Order budget and review 
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process before any changes orders are necessary was an effective way to minimize contention between 

the contractor and designers. 

iii. Whole Building O&M Findings 

A high performance building is not complete at the end of the design phase or once the commissioning report is 

handed over to the owner. O&M staff (employees or contractors) is essential to making a building and its 

associated systems run as designed. Some of the success indicators found during this study include: 

 Establishing regular reviews of controls sequences and trends ensures that BAS operations meet 

design intent and that operational problems are dealt with early; 

 Keeping an up-to-date systems manual (produced during commissioning) helps staff understand how 

systems should be operating and will provide a place for changes to control set points and sequences of 

operation to be documented; 

 High staff turnover may result in poor energy use management and operational challenges.  For 

example at site 1 (college campus building), staff significantly changed since the initial hand-off of the 

building documentation and information from the design and construction team to the owner and 

facilities staff.  Because of this transition in staff, valuable knowledge about the building was lost and the 

present staff are still trying to understand the design intent of the building and locate and organize 

building documentation (i.e. drawings, controls sequences, O&M manuals...etc). 

 If a facility has a BAS, it is wise to ensure that the programmed operational setpoints are appropriate for 

that particular facility. In some instances it was found that the default settings had never been 

changed, causing the building to operate below its potential efficiency.  For example, Site 12 installed 

packaged single zone rooftop units with DDC controllers capable of controlling an integrated 

economizer;  however, during the site visit the default economizer set-point (e.g. 55 deg F) did not 

appear to have been adjusted, thus minimizing the benefit of economizer cooling; 

 Creating a reward or motivation system for building operators or service contractors to maintain 

building performance without sacrificing occupant comfort. 

C. Feature Level Results 

As noted earlier, each design feature was assessed individually during the site visit and given a score for 

design, implementation, and O&M. This section is organized by energy end-use categories (i.e. HVAC, lighting, 

envelope, domestic hot water heating (DHWH), plug loads) and summarizes the design, implementation and 

O&M lessons learned for each design feature.  

Investigators also compared some of the design features with code requirements in Title 24. For example, 

lighting designs were on average found to have lighting power densities (LPD) that were 20-30% lower than the 

maximum required LPD in Title 24 (space-by-space method). Insulation levels were typically found to be 10-

20% higher than what is required by Title 24 based on code compliance documentation. R-values beyond this 

10-20% increase are known to have diminishing returns unless mechanical equipment can be eliminated as a 

result of increased insulation levels. 

i. Heating, Ventilation, and Air conditioning (HVAC) 

Building HVAC energy use accounts for approximately 48% of total building energy consumption, indicating 

there is a large opportunity to reduce energy consumption in this end-use category. 

The main HVAC features investigated during the site visits include heating and cooling system, set-points, and 

ventilation. Figure 6 illustrates the overall impact of heating, ventilation, and cooling equipment on energy 

performance and was used to weight individual scores for each feature investigated by their overall impact on 

energy consumption. For example, heating energy accounts for approximately 23% of total HVAC energy 

consumption, therefore the heating system and set-point feature scores were weighted by 23% in the overall 

HVAC score.  
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Figure 6: Weighted energy end-use breakdown for all sites 

 

 

 

 

 

 

 

Table G includes a summary of the HVAC systems and the scores for each of the facilities, and scores are 

labeled by color as noted in Table F.   

Table F: Scoring color code 

 

 

 

The items listed below highlight the main findings from the HVAC scoring assessment. 

 Design Score: Sites 7, 10, and 11 achieved the highest design scores.  These sites pursued 

aggressive design goals early on in the design process, and incorporated emerging technologies, such 

as underfloor air distribution systems or indirect-direct evaporative cooling units into the design.  

Additionally, at site 11 energy modeling was used as a design tool and helped the design team to 

assess tradeoffs between different features which resulted in the incorporation of the most efficient 

combination of energy performance features into the final building design. 

 Implementation Score: Sites 2, 4, 7, 10, and 12 achieved the highest implementation scores.  All of 

these sites underwent a full commissioning process and commissioning documentation and training was 

found to be easily accessible and referenced often by staff.  Sites not commissioned were found to have 

missing documentation, and operational issues.  For example, a heat exchanger was found piped 

backwards at site 3 and CO2 sensors were never wired to the HVAC controllers at sites 8 and 9. 

 O&M Score: Sites 5, 6, 10, and 12 achieved the highest O&M scores.  O&M staff at these sites were 

found to be proactive, maintained a preventative approach to maintenance (rather than reactive) and 

kept building documentation well organized and easily accessible. 

 Overall Scores: Sites 2, 7, 10, 11, and 12 achieved the highest overall score for HVAC systems.  

These higher scores are mainly attributed to more efficient yet simple HVAC design strategies, as well 

as all of these buildings underwent a thorough HVAC Cx process. 
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Table G: HVAC System Summary, Key Findings and Scores 
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Table G: HVAC System Summary, Key Findings and Scores (continued) 
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Heating System  

Heating Design Findings 

 High efficiency condensing boilers and furnaces should be considered on all designs. 

Heating system efficiencies (i.e. boilers, furnaces, etc.) ranged from 80-85% for most 

buildings visited, and only a few sites installed condensing boilers or furnaces, which can 

achieve thermal efficiencies greater than 90%. Designers should be cognizant of design 

criteria required for a condensing boiler or furnace to operate effectively, such as low return 

water temperature. 

 Heating system part-load operation should be a primary factor considered when selecting 

heating system equipment. Several buildings investigated had boilers that often experienced 

low heating loads (typical for buildings with VAV reheat systems) as observed at sites 1,2 and 

3 where heating and cooling were simultaneously occurring on a warm (> 90˚F) summer day.  

Because the boilers were not selected for part-load operation, operation at low loads resulted 

in poor part-load performance and efficiency, equipment cycling problems and improper 

boiler and pump staging. 

 Installing variable frequency drives (VFD’s) on hot water pumps is an effective way to 

minimize pumping energy during part-load conditions. However, if the hot water system and 

set-points are not designed for variable pumping conditions the energy savings will not be 

realized and the added VFD may even result in an energy penalty. Though many sites 

installed VFD’s on pumps, VFD set-points were frequently found overridden (e.g. site 2) or 

three-way valves located throughout the heating hot water system (e.g. site 1) prevented the 

pumps from operating at lower speeds. 

 Maintenance considerations should be evaluated as part of the design process. Complex 

design and controls sequences will only be effective if facilities staff is present and educated 

on operating the system. Several sites had limited maintenance staff and controls system 

access, and used standard efficiency rooftop unit furnaces as the heating source because it 

was within the building owner’s maintenance scope.  Though packaged furnaces on roof-top 

equipment was not the most efficient equipment available, they were found to be well-

maintained at most sites (e.g. site 12). Site 11 used the building’s thermal mass and 

eliminated reheat energy to offset the less efficient gas furnace equipment for a low 

maintenance heating strategies.  Though there were a few space heaters found at 

workstations at this site, for the most part occupants found the space to be comfortable. 

 The impact of systems that allow simultaneous heating and cooling (e.g. VAV with reheat) 

should be assessed in design to eliminate unnecessary simultaneous heating and cooling 

when possible. All sites evaluated with VAV systems and zonal reheat were found to have 

instances of simultaneous heating and cooling, which often resulted in unnecessary heating 

and cooling energy consumption. For example, site 2 had an air handling unit serving several 

IT closets, equipment rooms, and open offices. In this scenario the IT rooms were always 

calling for cold air, while the open offices were often calling for heating which resulted in the 

boiler firing on warm summer days (i.e. 98 deg. F during the visit).  At site 7 the building 

engineer manually operated the boiler to minimize reheat energy occurring in the summer. 

 Consider shifting from reheat coils (which may result in simultaneous heating and cooling) to 

a distributed system (i.e. radiant floors and chilled beams). Site 10 was observed to utilize a 

radiant floor system.  The occupants at this site noted the spaces served by radiant floors to 

be comfortable and no additional cooling was necessary in the summer months.  This site 

was located in CA climate zone 2 (Northern California) which has fairly mild summers, but 

does experience a fair number of peak days. 
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Heating Implementation Findings 

 Controls sequences should be evaluated during design and clearly documented during 

implementation. Controls sequences reviewed during site visits in as-built drawings were 

observed to be vague and unclear in some cases.  At several sites the set-points and 

controls sequences seemed unreasonable or had been overridden thus resulting in excessive 

heating energy. In particular pumping VFD speed set points, boiler outdoor air lockout 

temperatures, deadbands between heating and cooling set points, and space heating set 

points were often found changed from the original design intent.   

 In several buildings, hot water pump VFD’s were observed to have high minimum VFD 

speed setpoints (e.g. 80%), which seemed excessive particularly in buildings that were 

experiencing low hot water loads.   It’s unclear if these set-point adjustments were a result of 

poor implementation of controls sequences during construction or if facilities staff manually 

changed set points to address comfort issues post-occupancy.   

 Commissioning and functional testing is recommended for all heating systems. Sites 5 

and 6 had a multitude of problems with the boiler system that could have been avoided with 

good commissioning of the boiler plant during design and installation. The boiler plant at 

these particular sites was left out of the Cx scope because it also served as the domestic hot 

water system and fell under the plumbing contractor’s scope of work. Since no functional 

testing was conducted it took several years to diagnose and address the problem. 

Heating O&M Findings 

 Heating set points and controls sequences should be evaluated by O&M staff on a 

continuous basis.  At several sites sensors were observed to be out of calibration, controls 

setpoints or schedules were overridden, the deadband between heating and cooling set 

points had been decreased, or occupants were given control of local thermostats.   

 A service contract is no guarantee of performance and a clear understanding of the service 

contract is needed to ensure that maintenance issues are addressed.  For example, site 11 

was a relatively small office building that did not have an on-site building engineer, and relied 

on a quarterly service contract to maintain equipment.  While the service contractor did a 

general assessment of the units (e.g. filter changes), investigators identified several 

noticeable issues through a review of BAS trend data (e.g. morning warm-up sequences 

occurring unnecessarily, fans running 24/7) that were not identified or addressed during the 

quarterly tune-ups.  Adding a trend data review to a performance contract may help in 

identifying performance issues that may otherwise go unnoticed, as there maybe no impact 

on comfort. 

 
Cooling System  

Cooling Design Findings 

 Packaged roof top units were the main source of cooling on small to medium sized 
buildings (14,000 - 70,000 sq.ft). Several items to consider in the design and selection of 
these systems include: 

o Select high efficiency units (i.e. SEER 15 for 5 ton units), particularly for smaller units 
(i.e. 5 – 20 tons), as they were considered to be a cost-effective investment on the 
sites surveyed by the owner, design team, and incentive programs; 

o For larger capacities (i.e. > 25 tons), consider selecting units with variable speed 
compressors or multiple compressors that can be staged for optimal efficiency. For 
example, sites 5 and 6 had 75 and 90 ton packaged DX units with three compressors 
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per unit and evaporatively cooled condensers.  During a mid-morning spot check of 
the units (outside air temperature~ 90˚F), only one compressor was observed to run. 

o Install VFD’s on supply and exhaust fans where applicable.  While larger fans (i.e. > 
10 hp) are typically required to install VFD’s per the energy code, smaller fan 
systems or fans that are designed for constant volume operation (e.g. locker room 
exhaust fans) could benefit from the addition of VFD’s.  For example at site 11, VFD’s 
were installed on small packaged roof top units (e.g. 5 and 7.5 hp fans) and flow was 
varied based on duct static pressure which changed in response to automatic diffuser 
adjustments (e.g. thermafuser technology).  

o Incorporate fully modulating air-side economizers into the design (factory-installed is 
preferable) and consider additional efficiency strategies, such as night flush controls 
sequences. 

 

 Chilled water plants were mainly observed on larger buildings (60,000 - 500,000 sq.ft). Most 
chillers were water-cooled which achieve higher efficiencies than air-cooled units due to 
lower condensing temperatures, and all units were observed to have peak efficiencies that 
were better than code. Elements that should be considered in the design and equipment 
selection of a high performance chilled water plants include: 

o Select water-cooled chillers over air-cooled chillers whenever possible and 
investigate the use of chilled and condenser water reset strategies, variable pumping 
and water-side economizer opportunities; 

o Assess chiller operating conditions at part-load conditions. If it is determined that the 
chilled water plant will operate at part-load conditions the majority of the year (which 
is often the case), consider selecting chillers based on part-load efficiencies, rather 
than peak efficiency values; 

o Clearly define chiller and pump staging controls sequences to ensure that chillers 
and pumps stage appropriately to optimize plant performance. 

 

 Direct-evaporative and indirect-direct evaporative cooling (IDEC) systems were 
observed on two sites and depending on the application, are more efficient than standard 
direct expansion (DX) roof-top units. Several items to consider in the design of these systems 
include: 

o Water quality. Several sites visited had hard water which caused visible scaling on 
coils, and resulted in a decrease in overall heat transfer (and cooling efficiency) and 
an increase in water consumption; 

o Humidity requirements. Spaces with high latent loads may not be suitable for direct-
evaporative cooling, as the direct-evaporative coil increases the humidity of the 
supply air and may limit the amount of re-circulation that may be done in the space. 
While the IDEC units were successfully applied in large, open gymnasium spaces at 
sites 10 and 12, there were several staff complaints of fogged mirrors on a unit 
serving a cardio/fitness area (site 10) during periods of high occupancy. 

o Controls sequences. Proper tuning and adjustment of controls is required to 
maximize efficiency of these systems. For example, staging did not appear to be 
optimal for the IDEC unit serving a cardio/fitness area, and required that the DX coil 
was cycled on after the direct evaporative section of the unit in some instances to 
decrease supply air humidity.  

 

 Economizers are a good source of ‘free cooling’ when weather conditions are temperate, but 
default control set points and sequences may not allow for the full benefit of economizers to 
be realized. In addition, functional testing of economizers is needed to ensure proper 
operation. 
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Cooling Implementation Findings 

 Commissioning and functional testing is recommended for all cooling systems.  This is 

particularly useful to ensure that more complex design features such as underfloor air 

distribution (UFAD), chilled water plants, or IDEC units are functioning per the design intent. 

Cooling O&M Findings 

 Economizers are prone to falling out of calibration if not maintained and often go unnoticed 

as a non-functional economizer does not necessarily result in comfort issues.  Out of the 10 

sites visited, only 4 economizers were observed to be fully integrated and functioning 

effectively.  Economizers were observed to be non-functional for various reasons including 

broken dampers, linkages, overridden set points or uncalibrated temperature or flow sensors.  

 
Ventilation and Controls 

Ventilation Design Findings 

 Specifying actual ventilation rates, rather than relying on design rules of thumb, will 

minimize the amount of conditioning required for ventilation air. Ventilation rates on most 

sites were found to be high compared with actual building occupancy requirements, and CO2 

levels were observed to be close to ambient conditions even though the economizer dampers 

were at minimum position (15-20%). The basis for ventilation rates was rarely documented, 

which makes adjustments for current occupancy difficult. 

 Consideration should be paid to economizer damper selection and sizing, as an oversized 

damper could result in over ventilation at minimum damper position.  The relationship 

between damper position (% stroke) and ventilation rate (% flow) is not linear, and the 

damper size, air velocity, and pressure drop can significantly impact the flow rate achieved at 

minimum position.  For example, on an oversized damper at 20% stroke might equate to 50% 

flow and would result in significant over-ventilation. 

 Demand controlled ventilation (DCV) can be an effective method for controlling ventilation 

air; however, care must be taken to clearly document controls sequences in order for the full 

benefit of DCV to be realized. In most sites, documentation was not clear and DCV was not 

properly installed or controls sequences were not operating per the design intent. 

 Natural ventilation using operable windows can be an effective strategy for cooling and 

ventilating spaces, particularly if there is an interlock between mechanical ventilation/cooling 

and operable windows or automatic louvers. At site 4 a magnetic sensor placed on exterior 

doors sensed when a door was left open for more than five minutes, and turned off the RTU 

in response to this signal to prevent conditioning and ventilating the space when doors and 

windows are open.  At the other end of the spectrum, site 1 had operable windows but no 

controls between the operable windows and HVAC system.  At this site windows were 

observed to be opened (and doors propped open) by occupants on a 90˚F day, yet the zone 

VAV boxes continued to provide 55˚F air (and in some zones heating) to the space. 

Ventilation Implementation Findings 

 Minimum ventilation rates should be clearly documented on each air handling unit and in 

the O&M documentation so that it can be referenced for future ventilation adjustments.  

Additionally, these minimum ventilation rates should be based on the appropriate % stroke 

required to produce the minimum ventilation flow rate, as indicated in manufacturer or 

ASHRAE damper characteristic curves. 
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 Clear documentation on the appropriate controls sequences required for DCV must be 

communicated from the design team to the mechanical and controls contractor to ensure the 

controls strategy is properly implemented. Additionally, Cx, functional testing or acceptance 

testing should be completed. 

Ventilation O&M Findings 

 DCV controls sequences should be functionally tested or trend data evaluated on an annual 

basis to ensure that the controls are working as intended.  Only 2 out of 9 sites with DCV 

were found to be fully functional, and at most sites controls sequences were not set up 

properly or CO2 sensors had fallen out of calibration. 

 CO2 sensors should be calibrated annually. CO2 sensors at 7 out of 9 sites were found to be 

out of calibration, thus resulting in over-ventilating spaces. 

 An annual assessment of minimum ventilation set-points and economizer damper 

position should be completed to ensure that minimum damper set-points have not fallen out 

of calibration or should be adjusted based on space occupancy changes. 

ii. Lighting Features 

Lighting energy accounts for approximately 24% of total building energy consumption. A high 
performance lighting design can significantly reduce this piece of the energy pie through various design 
and controls strategies. For example a typical office building is permitted a maximum lighting power 
density in the range of 1.0-1.2 W/sf by Title 24, whereas lighting power densities observed in high 
performance office buildings in this study were on average observed to be 0.85-1.0 W/sf.  Assuming an 
office building operates 3,000 hours per year (on average); this is an overall reduction in lighting energy 
consumption in the range of 10-20%.  Incorporating additional controls strategies beyond code 
requirements may result in a further reduction in lighting energy consumption.    
 

Figure 7: Weighted energy end-use breakdown for all sites 

 

   
 
The main lighting features investigated during the site visits include electric lighting system (i.e. lighting 
power density and light levels), ON/OFF lighting controls, daylighting design and daylighting controls. The 
scores below illustrate the combined scores for all four of these categories for each site. For example, 
Site 1 received fairly low scores across all three categories (design, implementation and O&M) because 
while they received a score of 2 for lighting and daylighting design categories, the lights were found to be 
poorly controlled.  
 

Table H includes a summary of the lighting systems and the overall scores for lighting within each of the 

facilities.  The items listed below highlight the main findings from the lighting scoring assessment. 

 Design Score: Sites 3, 4, 7 and 11 achieved the highest design scores.  These sites pursued a 

combination of efficient lighting strategies such as lower lighting power densities or lower light 
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levels, effective daylighting in the design, and daylighting and occupancy controls. These projects 

went into the design with the intent of lighting the space through daylight, and utilizing electric 

lighting as the ‘back-up’ lighting source, rather than the traditional process of designing the space 

with electric lighting as the primary light source, and daylighting as the back-up.  Additionally 

automatic lighting controls for occupancy and daylighting were incorporated into the design. 

 Implementation Score: Sites 4, 7, and 11 achieved the highest implementation scores.  In 

particular, Site 4 underwent a very thorough Cx process on the daylighting system, resulting in 

multiple changes during construction (e.g. replacement of controllers) to ensure that daylighting 

controls were installed correctly and fully operational. General lighting controls in these three 

buildings were simplistic yet effective, and worked well to meet the occupant needs.  Those 

buildings which received lower implementation scores had minimal or no commissioning of the 

lighting system, occupancy and daylighting sensor placement varied from the design intent or 

replacements/alterations in the design during construction resulted in higher than designed 

lighting power densities or incorrectly installed lighting controls. 

 O&M Score: The same three buildings achieved the highest O&M scores, mainly because O&M 

staff was educated on the lighting controls system and maintained it on a regular basis. Building 

occupants were also trained on operating the lighting system to minimize electric energy use.  For 

example, some staff manually turned ‘off’ overhead lights when daylighting was adequate or used 

task lighting effectively. 

 Overall Scores:  Overall the buildings that had the highest scores for lighting designed the 

system for adequate light levels and ensured that lighting controls (for both occupancy and 

daylighting) were installed and operating as intended. 

.
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Table H: Lighting System Summary, Key Findings and Scores  
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Table H: Lighting System Summary, Key Findings and Scores  (continued) 
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Lighting Design Findings 

 Lighting systems typically had a high score at most sites as lighting design is considered 

“low hanging fruit” in terms of efficiency measures, and as noted previously most sites were 

successful in achieving lighting power densities (LPD’s) that were 10-20% lower than the 

maximum allowable LPD permitted by code. In most cases compact and linear fluorescents 

were incorporated into the design to meet reduced LPD goals.  Additionally, indirect-direct 

fixtures were found at several sites, which provide an even source of up lighting and work 

well in combination with daylighting controls.  Lower lighting system scores (1.3-1.5) were 

given to those buildings that just met code through the installed design, rather than exceeding 

code by 10-20%. 

 Discussing appropriate light levels early in the design can have a large impact on fixture 

selection and lighting power density. Engaging and educating stakeholders early in the 

process on appropriate light levels will ensure that the lighting system is well designed and 

spaces are well lit while minimizing electric consumption. Task lighting should also be 

considered in the design phase with the potential to reduce overhead lighting needs. The site 

that achieved a score of “3” in design set light levels early and ranged between 20-40 

footcandles. In particular Site 4 engaged stakeholders early in the design and involved them 

in light level testing at a local lighting design center after which it was agreed that the 

previous design criteria of 75 footcandles could be lowered to 40 footcandles which 

significantly impacted overall lighting power density. 

 Occupancy sensors in combination with a central lighting control system are often the most 

effective strategy for controlling lights. Specifically, occupancy sensor zoning should be 

considered in combination with space programming to ensure that the controlled zone will 

meet the needs of the occupants. 

 Automatic bi-level occupancy controls were not found to be installed on any sites, but 

would be a good energy efficiency opportunity to consider. These are particularly effective in 

transient spaces, such as hallways and stairwells, where lights are typically left on during 

occupied and unoccupied hours regardless of occupancy.  This was a common opportunity 

identified at several sites where stairwell lighting was observed to be 100% “on” 24 hours a 

day. 

 Daylighting can be effectively achieved even with low window-to-wall ratios (WWR); most 

projects brought natural light into spaces with WWR less than 20%. The use of interior glass 

walls, high ceilings, light shelves, and clerestory windows are also effective strategies for 

bringing natural light into interior zones. Placement of windows is critical to daylighting 

performance. Several of the sites successfully utilized clerestory windows on north facing 

walls to minimize both heat gain and glare. Daylighting using skylights can be effective, but 

glare issues should be considered in the design. Incorporating automatic or manual reflectors 

or shades into the skylight design can be an effective strategy for minimizing glare. Even 

distribution of natural light is important for any daylighting design, as too much light provides 

just as many negative consequences as not enough light. 

 Appropriate zoning of daylighting controls should be considered early. For example, in 

multiple sites the automatic daylighting controls were associated with large zones of open 

office lighting. Because the cubicle wall height and daylighting zones were large and 

sometimes perpendicular to the windows, several occupants in the interior zones complained 

about lights turning off unnecessarily. As a result of consistent complaints, automatic 

daylighting controls were disabled at one site. For manual daylighting controls, occupants 

and stakeholders should be involved early in the design for these strategies to be truly 

effective. Daylighting controls were not found to be installed in many transient spaces (i.e. 

hallways, lobbies, common areas, etc.) where there was opportunity to turn lights off in 

response to daylight. 
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 Dimmable daylighting controls may be more appropriate for occupied zones. As noted 

above, occupants in an open office (site 2) were concerned that they didn’t have adequate 

control over the lights. The lights in these zones were controlled on or off using photocells 

which made occupants aware of photocell control and ultimately led to disabling daylighting 

controls. Dimmable daylighting controls typically do not turn lights off completely, and often 

go unnoticed by occupants.  Dimmable daylighting controls were observed and tested at site 

4 and found to effectively dim lights down to 30-50% of peak wattage. However, it should be 

noted that commissioning of the daylighting system at this site was critical to effective 

operation of the lighting system, and several issues (e.g. contractor installed the wrong 

controllers which had to be replaced) arose during this process and had to be addressed 

before the system was operating effectively. 

Lighting Implementation Findings 

 Several projects were found to have electric lighting designs that varied from the original 

design intent, which resulted in a score of “2” for implementation. For example in one 

project, code compliance documentation indicated that the installed LPD was 0.98 W/sf; 

however, a check of as-built drawings and a fixture count on site found that the LPD in most 

spaces was just meeting code at close to 1.5 W/sf. It was unclear why there was a change in 

LPD between design and construction, but it may have been a result of value-engineering 

changes or a miscommunication between the design team and contractor. Commissioning 

the lighting system could eliminate these issues, and ensure that all change orders are 

reviewed by a 3rd party before implemented. 

 Lighting control over-rides should be considered in the design to ensure that staff or 

occupants using the building after hours can manually override the lights associated with their 

work zone without leaving them on all night.  This could be in the form of an occupancy 

sensor with a ‘manual ON’ option or through use of a building lighting controls system with 

local lighting switching over rides. 

 Coordination between programming, space design, and daylighting is essential for a 

functional daylighting design and system. For example, cubicle orientation and cubicle height 

can have a large impact on glare and the size of the daylighting zone. Automatic daylighting 

controls were installed in most projects but were not found to be fully functional. 

 Sites that had adequate commissioning documentation on the daylighting controls and 

functional testing reports available were found to have functional daylighting controls systems 

indicating that commissioning or functional testing of daylighting controls is essential to post-

occupancy performance. 
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Lighting O&M Findings 

 Maintenance of light fixtures should be considered in the design. At sites 10 and 12, high 

bay CFL fixtures with multiple lamps were installed, but facilities staff noted that lamps were 

difficult to replace. One of the sites is considering retrofitting fixtures before the end of the 

fixture’s useful life to correct this design flaw. 

 In several buildings the lighting schedules set-up in the controls system appear to have 

drifted from the original schedule or have fallen out of calibration. This often happens in 

response to one-off schedule changes for an event or function, and the schedule is left 

overridden. It is recommended that a review of lighting schedules be incorporated into the 

quarterly maintenance plan to ensure lighting is not left on unnecessarily. 

 Occupant and building staff education is important for ensuring that daylight is utilized. For 

example, occupant awareness of the daylighting design will impact how manual shades are 

controlled, when manual lights are turned off, and the overall usage of the space. For 

manually operated daylighting systems, occupant education is key. Similarly, for automatic 

daylighting controls occupants and facilities staff should be educated on the controls system 

so that they will not be alarmed when lights dim down or turn ‘off’ in response to daylight. 

 Photocells and light sensors can fall out of calibration over time and adjustments in 

photocell sensitivity may be required. It is recommended that daylighting controls functional 

testing is incorporated into the annual maintenance plan to ensure that daylighting controls 

are working properly. 

iii. Envelope Features 

For the building types evaluated, heating and cooling energy accounts for approximately 37% of total 
building energy consumption, of which a significant portion of the heating and cooling load typically 
comes from heat loss and gain through the envelope and infiltration. The impact of a high performance 
building envelope can lead to a reduction in cooling and heating energy consumption and an overall 
energy use reduction.  In some instances, such as the case described in site 11 under Design Findings 
below, a high performance envelope may even lead to significant downsizing or elimination of heating 
and cooling equipment.  
 
The primary envelope features investigated during the site visits were insulation and roofing materials, 
glazing, and shading devices. The envelope features were difficult to evaluate and investigators relied 
heavily on available documentation and design team interviews for assessment. Because the level of 
data gathered for envelope features was not consistent across all projects, envelope scores were not 
evaluated individually.  
 

Envelope Design Findings 

 Reflective roofing material was used in almost all projects surveyed and surface temperatures of the 

reflective material were observed to be 10-20% cooler than surrounding dark roofs indicating that a 

reduction in heat gain will occur as the surface temperature of the roof decreases.  

 Increased insulation levels should be evaluated early in the design to determine if the benefits 

outweigh the associated costs. Consideration should be made to how differing levels of insulation 

may allow mechanical equipment to be downsized or eliminated from the design. At site 11 wall 

insulation (R-19) and roof insulation (R-63 to R-91) enabled zonal re-heat to be removed from the 

design. In addition, energy modeling indicated that morning warm-up sequences in combination with 

insulation and thermal mass features reduced the need for heating during occupied hours (this could 

not be verified during the site visit). 

 Almost all projects reduced heat gain and heat loss by minimizing the window to wall ratio (WWR). 

The energy code allows WWR’s up to 40% in the Prescriptive Compliance Path, while all but one 

project surveyed had WWR’s less than 20%. 

 One identified design failure was in the consideration of interactions between manual or automatic 

window shades and other design features or space programming. At one site automatic daylighting 
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controls were a highlighted feature; however, the cubicles and space programming was not 

coordinated with the daylight zoning which created glare issues within cubicles. As a result, window 

shades are used to minimize glare during occupied hours thus disabling the daylighting controls. 

Shading material characteristics should also be evaluated so glare and heat gain are minimized 

without compensating the potential for daylighting. Another site had to replace the shading material 

post-occupancy as it had a high light transmittance value without adequate glare prevention. 

Envelope Implementation Findings 

 Continuous insulation was noted on the plans at sites 5 and 6 and thermal images taken on site 

indicated that thermal bridging was almost completely eliminated. Specifications and details for 

continuous insulation should be clearly labeled to ensure that the continuous insulation is properly 

installed so that the full thermal benefit of this feature can be realized. 

 Automatically controlled shading devices may add significant complexity to a project, and should be 

included in the commissioning scope of work to ensure they are installed and working properly. Also, 

consider controlling shading devices locally using radiometers to validate solar intensity.  Site 3 

initially controlled shades using the BAS timeclock which didn’t control them at the right time 

(depending on the window orientation), and eventually the controls were disabled and replaced with 

separate local controls tied to radiometers which were observed to be working effectively. 

Envelope O&M Findings 

 Manual or automatic window shades can minimize glare and solar heat gain but are only 

effective if occupants and building staff are educated on the appropriate use of shades.  

iv. Domestic Hot Water Heating 

Water heating accounts for an average of 6% of the total annual energy use in commercial buildings. 

While evaluating opportunities to reduce energy dedicated to water heating, careful consideration needs 

to be given to the facility’s needs, including time of use, demand, temperature and flow requirements.  

Figure 8: Weighted energy end-use breakdown for all sites 

 

 

 

 

 

 

 

 

Table I includes a summary of the domestic hot water systems and the overall scores for domestic hot 

water within each of the facilities.  The items listed below highlight the main findings from the domestic 

hot water scoring assessment. 

 Design Score: Sites 2 and 3 received the highest design scores.  The use of condensing tank 

domestic hot water heaters should be considered over non-condensing water heaters to take 

advantage of the efficiency gain between standard (80% efficient) and condensing water heaters 

(> 91% efficient).  Additionally, use of low flow fixtures and circulation pump controls should be 

considered.  Site 3 installed a heat exchanger between the condenser water loop and domestic 

hot water loop, to pre-heat domestic hot water.  This strategy not only recovers waste heat for hot 

water heating, but also has the potential to increase the chilled water plant efficiency.  

Unfortunately, savings associated with this innovative strategy were not realized at site 3, due to 
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implementation issues.  At this particular site, the heat exchanger was piped backwards, an error 

which could have been caught during construction with a thorough commissioning process. 

 Implementation Score: Sites 1, 2, and 11 had the highest implementation scores.  The scope of 

commissioning should be extended to the domestic hot water plant (which often falls in the 

plumbing scope of work), particularly in large, complex facilities.  At multiple sites a combination 

of design and construction issues resulted in significant costs and energy waste associated with 

the domestic hot water system.  These issues could likely be avoided if the system were 

commissioned appropriately to ensure operation is optimal. 

 O&M Score: Sites 1 and 2 received the highest O&M scores, mainly because the approach to 

DHW heating was low maintenance. There may be several scheduling and maintenance 

opportunities available to reduce energy use associated with the domestic hot water system.  At 

most sites, these systems were not tied into the building controls system and generally went 

unnoticed by the building staff unless there was a complaint or problem.  At multiple sites 

domestic hot water systems were found running around the clock, sometimes unnecessarily, 

which could be addressed through scheduling or set-point adjustments. 

 Overall Scores:  Overall the buildings that had the highest scores for domestic hot water 

installed condensing heaters and were often simple systems.  The larger complex buildings, 

which need larger more complex domestic hot water systems, should include the domestic hot 

water system in the Cx scope, as this system is often inter-related with other HVAC system 

equipment and can impact the performance and efficiency of the HVAC system. 

. 
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Table I: Domestic Hot Water Heating System Summary, Key Findings and Scores 
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Domestic Hot Water Design Findings 

 Condensing domestic hot water (DHW) heaters should be considered, when possible, as 

they operate at higher efficiencies (90-95% efficiency) versus a standard gas water heater (78% 

efficiency). 

 When considering the use of a combined heating and domestic hot water central plant, 

consideration must be given to the entire hydronic system in addition to the domestic hot water 

demand. At sites 5 and 6 an initial design utilized two condensing boilers for both heating hot 

water and domestic hot water through the installation of a heat exchanger between the heating 

and domestic hot water loops to lower the temperature of the domestic hot water to a 

reasonable range (e.g.120˚F).  The initial design fell within the plumbing scope of work and 

therefore was not commissioned.  Building management staff noted that the low domestic hot 

water loads on the boilers resulted in excessive boiler cycling (2,000-3000 times per day).  After 

over a year of back-and-forth with the boiler manufacturer, the issue was still not resolved and 

the final solution was to separate the domestic hot water loop from the heating hot water 

system.    

 The domestic hot water system at sites 5 and 6 are now served by tankless, on-demand gas 

water heaters, which were observed to operate 24/7 which investigators believe to be a result 

of a malfunctioning controller. Tankless water heaters can save energy by only heating water 

when there is a demand, but use a significant amount of energy during those short demand time 

periods.  Because of this significant spike in energy use during time periods of hot water use, 

these systems may not be suitable for buildings with a continuous hot water demand. 

 The installation of low flow fixtures is a good way to reduce energy use associated with water 

heating, and use of low flow fixtures was observed at several sites (as it is a LEED pre-

requisite). A decrease in the amount of water provided to a shower or faucet will result in a 

decrease in the energy used for water heating.  

 At several sites, circulation pumps were observed to operate continuously, thus resulting in 

excess pumping energy and heating energy associated with stand-by losses during unoccupied 

hours.  Circulation pump controls should be considered in the design as an effective way to 

minimize pumping energy and stand-by losses. 

Domestic Hot Water Implementation Findings 

 Domestic hot water systems should not be overlooked during building commissioning. At 

sites 5 and 6, the hot water system was excluded from the commissioning scope of work. 

Several issues associated with the domestic hot water system were identified post-

occupancy and could have been detected during a thorough commissioning process.  

Similarly, the domestic hot water system at site 3 was not commissioned, and an innovative 

design strategy involving a heat exchanger to recover heat off the condenser water loop for 

pre-heating was piped backwards during construction and is still not operational.  

Domestic Hot Water O&M Findings 

 Facilities staff and building operators should consider reevaluating domestic hot water set 

points and flows if it is known that there is a high gas or electric base load (depending on 

water heating fuel). Many hot water systems will unnecessarily cycle on/off or run constantly 

to meet a setpoint that is too high for that particular system or facility. 
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7

5, 6

No excessive plug loads observed8, 9 - IT staff automatically shuts down any computers left on unnecessarily

12

Typical office worksations and a design and 

graphics center

- The use of server virtualization helped reduce server energy 

consumption, but not as much as they had hoped

- A more indepth plug load evaluation at this site uncovered computers left 

'on' overnight, and several unusual equipment at workstations that may 

attribute to phantom loads (i.e. speakers, desk fans, space heaters, etc.)

11

Most spaces have average plug loads typical 

of an office or library space. However, plug 

load densities were observed to be 

approximately 6.1 W/sf in some unusual 

spaces

2

- High electric base load that can be attributed to the plug loads that are 

located in several of the "special use" spaces (i.e. traffic control room) 

and the large amount of A/V equipment located throughout the facility

- Spaces with intensive plug loads were small compared to the overall 

building area (< 5%).  However, it should be noted that a small data closet 

tied to the VAV system did have an impact on HVAC performance.

- TV screens on cardio equipment may be attributing to phantom loads, as 

they go into 'standby' mode when equipment is not in use

No excessive plug loads in offices; 

commercial sized laundry machines and 

dryers; vendmiser controls on vending 

machines; self powered exercise equipment 

(Plug Load Density of 0.1-0.2 w/sf)

Plug loads are normal for this type of facility 

(office spaces, kitchenettes, and cardio 

equipment in exercise area)

No excessive plug loads observed None

Typical office plug loads with the exceptions 

of a data center and cafe; An occupancy 

based system exists to turn off desktops at 

workstations

- Plug load management system must be maintained to ensure 

persistence of savings

10

- Treadmills were observed to draw a high wattage (up to 1200 W) when 

running

- Vendmiser controls were successful at shutting vending machine lights 

"off" when space is unoccupied

3 No excessive plug loads observed - Data center approximately 10% of total building consumption

4 None
Plug loads observed to be 0.3 W/sf in 

classrooms and 1.8 W/sf in computer labs

1
Plug loads observed to be up to 4.1 W/sf in 

some spaces

- High plug loads high are a attributed to educational equipment (i.e. 

computer science labs, science lab equipment, etc.)

- The spaces with high plug loads (i.e. computer labs and science labs) 

were scattered throughout the building and represent a significant enough 

square footage (i.e ~15%) to impact overall building energy use.

Site Plug Loads Key Site Visit Findings

 

v. Plug Loads 

Plug loads account for roughly 22% of overall building energy consumption and are often overlooked 

during the design process. Plug loads are unregulated by code and may include loads from computer and 

printing equipment, server rooms, data center areas, cooking equipment or laboratory equipment. Much 

of this equipment consumes energy, even in standby mode.  A thorough inventory of plug load equipment 

and monitoring of this equipment was conducted for sites 7 and 11 through a separate research project, 

under task 3.2: Plug Load Field Monitoring and Analysis. 

Table J: Plug Load Assessment Findings 

 

Plug Load Design Findings  

 Plug loads should not be an oversight during the design process. The range of plug loads 

observed was wide (0.1 W/sf up to 4 W/sf), and it was found they are highly dependent on 

space use and function.  Most sites investigated as part of this study were owner occupied 

buildings, and early estimates of plug loads could have been obtained through owner and 

stakeholder engagement in the design process; however, it was found that generic estimates 

for plug loads were used in most cases.  Designers often make general assumptions about 

plug loads using a rule of thumb (e.g. 1.0 W/sf), grossly underestimating or overestimating 
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the energy dedicated to such items. An incorrect plug load estimate may affect other design 

considerations, such as HVAC equipment sizing.   

Plug Load Implementation Findings 

 When a building operator notices an area with a high concentration of plug loads (especially if left 

on 24/7), an inventory should be taken to determine whether it is necessary to have all items 

operating constantly and if there are additional opportunities to reduce the load.  

 Implementing plug load management systems at the onset of building occupancy is a way to 

curb energy costs associated with plug loads. This includes employee education (no cost) 

aggressive power management settings on all computers (no cost) or network based power 

management software. 

Plug Load O&M Findings 

 Educating building occupants about individual plug load management strategies and the 

negative energy impacts associated with actions such as leaving computers on can lead to 

long-term energy savings building wide.  This strategy was identified as an opportunity at 

multiple office sites, as workstation devices (e.g. computers, monitors, speakers) were found 

left ‘on’ even when spaces were unoccupied or when occupants went home for the evening.   

 Establishing a reliable feedback loop for occupants to report consistent comfort issues may 

reduce the occurrence of supplemental comfort electronics, such as space heaters and fans, 

which add demand to the plug load.  While space heaters and fans were not prevalent, they 

were observed in workstations in a few of the sites. 

 

IV. Summary and Conclusions 

A. Performance Indicator Results 

One of the primary goals of this study was to determine if there was a correlation between high 

performance metrics (e.g. PECI scores, benchmarks, or energy program participation) and energy use. 

Investigators considered LEED certification and points, ENERGY STAR, and energy use index (EUI) in 

this consideration. In the limited sample size permitted in this study, investigators found minimal 

correlations between national performance metrics.   

There was a correlation observed between PECI Whole Building Implementation and O&M Scores and 

overall building EUI.  This finding illustrates that simply designing energy efficient features into the 

building does not ensure that they will be installed or operated properly.  An efficient building must go 

beyond design, and the buildings that received higher PECI Whole Building Implementation and O&M 

Scores were more effective at ensuring these.  At projects that received higher scores, investigators 

observed thorough commissioning documentation, detailed construction documentation that was well 

organized, and owners that invested in building operator staff education regularly..  Building operation 

and maintenance can significantly impact design feature performance, and building operator training and 

education on effective operation of complex features is needed to ensure that energy performance 

persists through the building’s life.   

B. Whole Building Findings 

The major recommendation from the review of design phase processes was that an integrated design 
with early involvement from all stakeholders, especially the contractor, is vital. The key steps to an 
integrated design process during the design phase include early involvement of owner and design team 
members through participation in early design meetings, assessment of measurable project performance 
goals, early involvement of a commissioning provider, establishment of a project budget and 
determination of financial criteria to be used for prioritizing design decisions should be conducted, and 
use of energy modeling to assess alternative designs.   
 
During construction, it is important that frequent coordination meetings are held to improve the flow of 
communication on the project, and a review of the submittal and substitution requests for impact on the 
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performance goals should be conducted.  During and after construction the Cx provider should meet with 
the owner and building operator to communicate the Cx report and systems manual and to train facilities 
staff on on-going building operation. Additionally, building occupant training should be conducted and 
an energy management plan should be put in place so that building performance can be evaluated on an 
on-going basis and re-commissioning can be done when needed. 
 
The value of a fully integrated design process cannot be overlooked as those sites that achieved this 
experienced more accurate goal achievement, timely project progression and overall satisfaction with the 
building by owners, operators, and occupants. With respect to building performance, an important 
element was found to be the early use of energy modeling and commissioning. Modeling can help to 
determine design feature interactions and equipment needs and commissioning will ensure that these 
elements can work together effectively and as intended. 
 

Investigators found that the primary reasons that initial design intent was not carried through in 

construction include: 

 Value engineering / budget 

 Miscommunication between design team and contractors 

 Lack of commissioning 

 Not enough time – building occupancy occurs before construction completion is complete, not 

enough time for functional testing, etc. 

There did appear to be a correlation in this study between overall building performance and sites that 
underwent a full commissioning process. This process should include design review, functional testing, 
full documentation (including a systems manual), and facilities staff training. While few of the sites 
undertook this process those that did had some of the lowest energy usage. 
 
O&M best practices observed at the sites generally lead to a more effectively run building. Notable best 
practices include organized and accurate building documentation, occupant and operator training, and 
regular functional testing and review of control sequences, equipment calibration, and schedules. In 
addition to operator training, additional motivation is often required to justify operators spending time and 
effort on building performance as opposed to simply occupant comfort. This motivation can be as simple 
as an employee reward program for achievement of an energy goal or benchmark. 

C. Design Feature Findings 

There were also several key feature level findings that came out of this study, including:  

 Lighting - Lighting controls appear to have a significant impact on overall lighting energy 

consumption, as energy code lighting power density allowances are already fairly stringent. Many 

buildings were found to have lighting control systems that were not well understood by building 

staff which resulted in lights being left on unnecessarily. Daylighting was a design consideration 

in all buildings surveyed, but daylighting controls were not consistently installed and those that 

were installed were often not optimized. The sites that fully Cx’d the daylighting system were 

more successful at maintaining daylighting controls strategies. 

 HVAC - While many of the buildings pursued advanced design and controls strategies for HVAC 

equipment, investigators found that more complicated controls does not necessarily equate to 

higher performance. Typical high performance features, such as demand controlled ventilation, 

still do not appear to be clearly understood by the design and construction community and may 

result in an energy penalty, rather than energy savings. Most of the buildings in this study were 

found to be over-ventilated. On most sites, poor documentation and lack of understanding of 

demand controlled ventilation strategies lead to diminished energy savings as CO2 sensors fell 

out of calibration, controls strategies were not set-up properly or set points were overridden. 

Radiant floors were determined to be a heating success in this study, and indirect/direct 

evaporative cooling and high efficiency rooftop units were a cooling success, though there were 

some operational challenges noted in the report. 
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 Envelope – Investigators observed minimal design flaws or construction issues associated with 

envelope features.  Roof and wall insulation levels were typically observed to be 10-20% better 

than code required levels.  Low-e glazing coatings, reflective roofing material, and window-to-wall 

ratios less than 20% were consistently observed on the majority of sites. Both automatic and 

manually controlled shading devices were found to have some design and O&M issues such as 

lack of occupant education on manually controlled shades, controls issues with automatic shades 

and selection of window shade material that did not adequately reduce glare. 

 Plug Load - Plug load reduction strategies still seem to be an underutilized energy efficiency 

measure, even in high performance buildings. While more efficient plug load equipment (e.g 

ENERGY STAR equipment) was purchased at several sites, no real plug load controls strategies 

were found to be incorporated into the design. By including plug load considerations in the design 

of a building, opportunities are presented to reduce HVAC equipment sizing and needs.  



overview

Take a FirstView™ of Your 
Building’s Energy Performance
A majority of commercial building owners have little or no readily available 
feedback on energy performance. While utility bills may provide some general 
insight about energy consumption in most buildings, their ability to help target 
potential savings is limited. Other current tools either provide only general 
performance benchmarking or require extensive and detailed data input. 

NBI’s FirstView software tool and services quickly generates information about 
whether a building’s energy performance is right on track or needs improvement. 
Tested on thousands of buildings, the FirstView tool’s calculation engine 
generates meaningful feedback about performance characteristics beyond just 
annual energy use, diagnosing opportunities for improvement. 

How it works

Using only information commonly collected to calculate an EUI, the FirstView tool 
acts like a prism, revealing underlying patterns in building end use consumption. 
It automatically separates energy use into component parts of heating, cooling, 
gas and electric baseload - all without expensive sub-metering. 

This unique yet simple way of looking at the same data, allows for variety of 
comparisons well beyond current energy benchmarking practices. In addition to 
a static score, the FirstView tool graphically illustrates how a particular building 
compares to its peers. Diagnostic thresholds in six key performance indicators 
suggest particular areas to audit or investigate further. NBI’s FirstView software 
and services can compare predicted results from design phase models to actual 
utility bills or track the performance of building renovations from year to year. 

FirstView™

How can NBI’s FirstView  
software and services  
be used?

Currently available benchmarking 
systems provide comparisons 
but don’t suggest areas of 
improvement. The FirstView tool 
directs attention to specific areas 
that may have potential for energy 
savings. 

Building owners, operators and 
designers can use the FirstView 
tool to assess performance in the 
following ways: 

1. Diagnostics–Uncover patterns 
in building energy end-use 
characteristics and generate 
diagnostic reports about areas 
to investigate 

2. Peer Building Benchmarks–
Compare building performance 
to other subsets of buildings or 
across portfolios 

3. Design Model Predictions–
compare expected results 
from an energy model to actual 
measured results

4. Trending– Compare 
performance from year to year.

Like a prism breaks light into component parts, the FirstView tool separates data from 
monthly utility bills into end-use information in key areas.
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Diagnostics 

Using our experience in building science research, NBI establishes thresholds 
in six, key performance areas. The FirstView tools Diagnostics are automated 
comparisons of the Energy Signature plot 
for the building to these thresholds. Flags 
can direct attention to particular areas that 
may be a concern without even visiting 
the building. This allows initial audits to be 
focused and more cost effective.

This can also be especially helpful to those 
interested in evaluating a broad portfolio of 
buildings, quickly identifying high priority 
target projects with significant upgrade 
potential from among a larger building 
stock. 

Beyond Benchmarking
With NBI’s FirstView 
software and services, you 
can go beyond a static 
benchmarking score to 
illustrate how a building 
compares to peers. A 
‘spectrum’ is created by 
graphically overlaying 
hundreds or thousands of 
buildings until trends are 
recognized. As a service, NBI can help organizations create a custom spectrum, 
or they  can use any of the three that NBI already has available. These include a 
high performance office spectrum, an average office spectrum and a spectrum 
for K-12 schools. 

who is Using the Firstview Software and Services? 
The FirstView tool has been used on thousands of buildings. The USGBC used 
the tool to provide feedback on every commercial building in their Building 
Performance Partnership program. The Seattle 2030 District is using the tool 
as a way to benchmark and track performance toward energy reduction goals 
in the district. And schools and municipalities have used the tool to prioritize 
opportunities energy efficiency efforts within their portfolios. 

For more information about FirstView, contact Amy Cortese, Senior Program 
Manager at amy@newbuildings.org.

Firstview™ is a trademark of New Buildings institute. The tool and related products are operated 

New Buildings Institute

New Buildings Institute (NBI) is 
a nonprofit organization working 
collaboratively with commercial 
building professionals and the  
energy industry to improve  
the energy performance of 
commercial buildings. 

NBI developed the FirstView tool  
with support from a variety of 
sources and sponsors including:  
US Environmental Protection Agency, 
US Green Building Council, California 
Energy Commission, Public Interest 
Energy Research (PIER) Program, 
Doris Duke Charitable Foundation 
and The Kresge Foundation. 
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by End Use

FirstView  
Automated Observations

Occupant Load Typical

Heating & Ventilation Typical

Cooling Efficiency Good

Controls Large 
inefficiencies

Reheat None

Gas Baseload High

Data Consistency Orderly

The FirstView tool allows 
you to invest audit 
resources where they will 
be most effective.



Model and analytics constructed using the FirstView™  
software and services from NBI.

Annual EUI vs. CBECS and CEUS

The Annual Energy Use Index comparison shows 
the total energy use compared against average 
energy use for office buildings as reported by the 
Commercial Building Energy Consumption Survey 
CBECS 2003 and the California Commercial End 
Use Survey CEUS 2006 These are commonly 
used to represent the energy use of typical 
existing building stock in the United States and 
California, respectively.

Building 1802.3

FirstView™ Software Report

PEER Building Comparison

The energy signature from the FirstView tool is 
compared to an aggregate set of other office buildings 
that have been evaluated using the FirstView tool. 
You can select either a ‘Median Office Spectrum’ or a 
‘High Performance Office Spectrum’ for comparison. 
Spectrums can be created for other building types 
such as K-12 schools, banks, or retail. 

Size – 85,000 SF Weather Station– KMSP Minnetonka, MN

Type – office Electric from 7/10/2010 – 7/31/2011

Location – Minneapolis, MN Gas from 8/5/11– 8/5/11
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Category Status

Occupant Load: Typical

Heating and Ventilation Good

Cooling Efficiency: Good

Controls: Moderate Inefficiencies

Reheat: Unlikely

Gas Baseload: High

Data Consistency: Orderly

Energy Consumption By End Use

The Energy Consumption By End Use Signature 
shows the total electric and gas use split into four 
end use categories. Since energy use varies with 
temperature, plotting cumulative energy use at a 
given temperature can present insights into building 
consumption patterns. The colors represent heating, 
cooling, electric baseload (plugs/lights/equipment), 
and gas-fired baseload (water heating) that together 
equal the total energy use of the building.

Energy Signature by Fuel 

The plotted points in this chart represent your electric 
and gas bills, while the solid blue and red lines 
represent the FirstView tool’s model of your electric 
and gas use. The orange line represents total energy 
use, or the sum of the gas and electric lines.

BuiLdiNG 1802.3FirstView™ Software Report

EUI by End Use FirstView Tool Diagnostics
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1. Plug Load Best Practices Guide: Guide to Energy Savings – Managing Your Office Equipment 

Plug Load (NBI) 

2. Commercial Office Plug Load Savings Assessment: Final Report on: Commercial Office 

Plug Load Field (Ecova) 

3. Methodology for Reporting Commercial Office Plug Load Energy Use (NBI) 

4. Case Study: Analyzing Plug Loads: Applying a new methodology for Reporting Plug Load 

Energy Use (PECI) 

5. Plug Load Policy Paper: In Place, Pending and Possible (NBI) 
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Guide to Energy Savings

Plug Load Best Practices Guide 

Managing Your Office  
Equipment Plug Load

1

Plug loads can be managed 
through low- and no-cost  

measures that are relatively 
straightforward to implement.

  
This Guide shows how simple 

changes can cut costs  
and save energy in offices. 
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What is a plug load? It’s simple. Plug loads are any devices that plug into a building’s 
electrical system. 

Why are plug loads important? Electricity use associated with plug loads is on the rise, and 
plug loads in commercial buildings are now one of the fastest growing end uses of energy.

Energy efficiency efforts in commercial buildings historically have targeted lighting, heating 
and cooling systems, water heaters and major appliances. Today, the typical office worker 
also uses an ever-growing suite of electronic devices, all drawing from the power grid and 
running up the utility bill.

The good news is that plug loads can be managed through low- and no-cost measures that 
are relatively straightforward to implement. This Guide shows how simple changes can help 
offices save energy and cut costs. 

How and when do plug loads use energy? Electronic devices are evolving rapidly. Gone 
are the days when all equipment was simply turned ‘on’ or ‘off’. Instead, today’s electronic 
equipment operates in a variety of power levels, or modes.

Many newer devices have been engineered to allow reduced electricity use in lower power 
modes, so switching devices from higher power to lower power modes is an easy way to 
save energy. But the very best way to save energy is to make sure devices are turned off or 
unplugged when not in use for extended periods or at the end of the day. 

Office Equipment Plug Loads as a  
Percent of Total Office Electricity

How and Why to Use
this Guide

This Guide shows how 
power management, 
inexpensive hardware, 
behavior changes and 
energy efficient equipment 
can save energy and cut 
costs.

n Learn how office   
 equipment and other   
 plug loads drive   
 up energy use
n See simple strategies   
 for reducing energy use  
 in offices 
n Find helpful resources,  
 all available at        
 advancedbuildings.net/ 
 plug-loads

Focus first on the office 
equipment that uses the 
most electricity:
n Computers
n Monitors
n Imaging equipment
n Computer peripherals
n Server rooms

Other plug loads are also 
drawing power:
n Task lights
n Space heaters and   
 portable fans
n Projectors
n Televisions
n Vending machines
n Kitchen equipment
n Cell phone chargers

Plug Load Best Practices Guide

Plug load energy use for 
computers and office 
equipment is increasing.  
In office buildings that have 
improved the efficiency of 
lights, heating and cooling it 
can represent as much as 50% 
of the total electricity use. 

Sources: 
US – Energy Information Agency 
CA – CEUS 
2012 offices – NBI Measured Data
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Step 1–Review
Start smart by gathering your data. 

n Who are your stakeholders?
Identify who in your office should be involved in decisions 
about plug-load devices. Stakeholder expertise is critical to 
achieving buy-in.

n What is your budget, and what are your goals?
Your plan will depend on what it is you want to accomplish. 
Zero net energy? Cost reductions? Better public relations? 
Consider payback times—upfront costs may be offset by energy 
savings on your utility bills.

n What types of plug loads do you use?
Make an informal inventory. Computers, monitors, server 
rooms and imaging equipment like printers usually use the 
most energy, but don’t overlook other plugged-in devices. 
Space heaters, water coolers, task lights and fans can also use 
considerable amounts of electricity. 

n How and when does your office use plug loads?
During your inventory, note when plug loads are used. Look for 
seldom used individual printers or duplicate monitors. Are all 
your devices essential all day and every day? Are they left on 
when not in use or overnight? 

Step 2–Remove
If you discover devices that are not being used, consult with 
your IT department. When appropriate, simply remove the 
unused devices or at least make sure they’re turned off. 

Step 3–Reduce
When it comes to energy reduction, the best rule of thumb is 
simply to turn off or unplug equipment when it’s not in use. 
It’s as easy as that. But because people are the energy-users, 
people also need to be the energy-savers. Send your staff a 
quick ‘power down’ email reminder toward the end of each 
workday—within a few weeks, more staff will be flipping the 
switch and becoming part of the solution.

One way to make it easier to power down is to use an advanced 
plug strip. Two types of strips are particularly helpful: 

n Load-sensing plug strips use a master/slave approach. They 
can be set so that when you turn off your computer, everything 
else in the plug strip also turns off. 

n Occupancy-sensing plug strips detect the presence or 
absence of a user and automatically turn equipment on and off 
in response.   

Power Use in a Typical Shared
Printer/Fax/Scanner Device

5 Simple Steps for
Managing Your Plug LoadIn ‘Active’ mode a device is on and performing its 

intended function.

In ‘Idle’ mode a device is on and ready to perform work, 
but it is not actively doing anything. Some devices 
consume unnecessarily large amounts of energy in idle 
mode.

In ‘Sleep’ or ‘Standby’ mode a device has been powered 
down either automatically with power management 
settings or manually by the user, and it draws a reduced 
amount of power. A sleeping device is ready to wake up 
and return to active mode, after a short delay, in response 
to a command from a user or the network connection.  

In ‘Off’ mode a device does not draw any power because 
it is unplugged, or it is plugged into an advanced plug 
strip that has been turned off.

Get to Know Your Power Modes

A typical ENERGY STAR v4.0 qualifying printer/fax/scanner was used 
in Active mode less than 4 hours per day. The Idle setting allowed the 
device to be quick-started for imaging work but reduced energy use 
by 64% over Active mode. The Sleep and Standby modes were applied 
during long periods of inactivity and overnight, and this further reduced 
energy use by 88-98% compared to the Active mode. Ensure power 
modes are set and operating properly.
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Enable aggressive power management settings. You might assume that computers come with their 
power management features turned on, but these features must be set to operate efficiently. Educate 
staff on how to activate the lower power modes. If possible, work with IT managers to explore network 
power management software that can be configured to start up on login without disrupting system 
updates. Visit energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_users for information about 
activating power management on various computer operating systems. 
Stay on top of your settings. For example, if settings have been adjusted to keep a computer from going to 
sleep during a webinar, remember to restore the settings afterward.
Activate sleep settings across networks of computers. Many public domain/operating system 
solutions and a number of commercial software packages are available to activate low-power settings 
across entire networks of computers. ENERGY STAR resources are available at energystar.gov/index.
cfm?c=power_mgt.pr_power_mgt_low_carbon_join. 
ENERGY STAR recommends setting computers and laptops to sleep after 15–60 minutes of inactivity. The 
lower the setting, the more you save. For laptops, the settings must be enabled in ‘plugged in’ and ‘running 
on batteries’ modes. Savings up to $50/computer are possible each year

Enable aggressive power management settings. For example, screen savers can keep your monitor in 
active mode and stop your computer from entering an energy-saving mode. Set monitors to sleep instead.
Dim the brightness control. Brightness has the biggest impact on energy use, and it’s often set too high. In 
one office, IT staff dimmed monitors a little each day—energy savings reached 17% before anyone noticed!
Orientation matters. Face screens away from sunlight and reflections to improve performance and reduce 
glare. The brighter the ambient room lighting, the brighter the screen needs to be. 
ENERGY STAR recommends setting monitors to sleep after 5–20 minutes of inactivity.

Enable aggressive power management settings. Like computers, imaging equipment doesn’t always come 
pre-set, so be sure you activate your settings to conserve energy.  
Install low-power, digital timers to turn off equipment during non-business hours. 
Encourage staff to minimize printing. Less time in active mode means less energy used.
ENERGY STAR recommends setting imaging equipment to sleep after 30–60 minutes of inactivity.

Imaging
Equipment

Desktop
Computers
and
Laptops

Monitors

Reduce Your Use by Applying These Best Practices

To reduce your energy use, turn down your power 
management settings to lower power modes.

http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
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Consider laptops. A laptop typically uses less than a third of the energy used by a desktop computer  
and monitor.
Consider ‘mini’ computers. If your performance needs are relatively basic (that is, email, word processing 
and web browsing), consider mini-computers that do not include built-in screens. Minis are functional, 
affordable and consume very little energy.
Skip unnecessary bells and whistles. Typical computer add-ons like optical drives, huge hard drives 
or more powerful video cards are all energy drains. Unless you truly need them, skip add-ons. A power 
supply in the range of 200–300 watts should be sufficient. For even more efficiency, look for the 80 PLUS 
certified power supply label.

Replace CRT monitors (the ones that look like old televisions). The best new 19–21” LCD monitors draw 
only 10–15 watts—less than half the power used by old (pre-2004) LCD monitors. Toptenusa.org and 
EPEAT.net are good resources for options.
Determine the size appropriate for the job, and consider monitors with automatic brightness controls, 
an energy-savings technology that adjusts the brightness of the screen in response to changes in room 
lighting conditions.

Consider sharing printers, since printers use a lot of energy throughout the day, even when idle.
Inkjet printers are clear winners when it comes to energy consumption. In general, inkjet printers use 
significantly less energy than laser and solid ink printers.
Choose ENERGY STAR labeled products sufficient to meet your needs. But remember that even these 
devices can use a significant amount of energy when not configured properly.

LED task lights can use as little as 6–9 watts.

Choose ENERGY STAR labeled products sufficient to meet your needs. Although they may not be very 
numerous, devices such as space heaters, vending machines, televisions and projectors can consume 
significant amounts of energy.
And simplify. Manual staplers and solar calculators work fine and save energy.

Step 5–Retrain
Remember that buildings don’t use energy, people do. 
Everyone has a role in managing plug loads. To get the best 
results from new energy-saving measures, keep office staff 
well-informed. Offer training on new devices such as 
timers, advanced plug strips and power management 
settings. And make sure your staff understands why 
these measures are so important: They save money, 
they reduce power plant emissions and they help 
keep our communities—and our planet—healthy 
 and strong.  

Send email reminders, especially when new energy-

ensure that only the most efficient devices are considered. 
Keep these suggestions in mind when replacing old  
office electronics. 

Replace Your Old Equipment with Efficient Equipment Appropriate for the Job

Computers

Monitors

Imaging
Equipment

LED Task Lights

Other Office
Equipment

saving devices or procedures are introduced. You might even 
consider friendly team-building or interoffice competitions 
that reward reductions in energy use.

And don’t forget to check in with staff to find out if 
everything is working—if not, determine why not, 
and work to find a strategy that suits the needs of 
your staff and still saves energy. 

Most importantly, encourage staff to get into 
the habit of thinking about energy.

Step 4–Replace
When it’s time to replace old equipment, buy the most energy-
efficient and appropriately sized options that meet your needs. 
Establish energy performance purchasing requirements to 

http://www.plugloadsolutions.com/80PlusPowerSupplies.aspx
http://www.toptenusa.org/
http://www.epeat.net/
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One of the most significant steps you can take to reduce 
your office plug loads is to better manage your computer 

server rooms.  

Computer servers and the facilities that house them are the 
hidden side of our digital life. A fast growing army of servers 
is powering the digital economy, enriching people’s lives, 
creating jobs and supporting economic growth. It is also 
responsible for wasting massive amounts of energy.

Optimizing server electricity use is already the subject of 
intense focus by the IT industry and companies with large 
data centers. However, the opportunities for savings in 
smaller server rooms and closets are often overlooked. 

According to the Environmental Protection Agency, typical 
servers in the U.S. use only 5–15% of their maximum 
capability on average, while consuming 60–90% of their peak 
power. Servers draw a lot of power simply by being on.

Offices could get the same amount of work done with far 
fewer servers just by increasing the load on each server, a 
technique known as virtualization, or by using cloud-based 
applications instead of in-house servers.  

Frequently, businesses are unaware of how much of their 
electricity bill is attributable to their server rooms. 

Small server rooms have big energy savings potential.

Managing Your Server Plug Load
to Save Even More Wasted Energy

For more information about these strategies and savings opportunities in server rooms,
see nrdc.org/energy/saving-energy-in-server-rooms.asp.

The Energy Elephant in the Computer Server Room

Research by the Natural Resources Defense Council (NRDC) 
indicates that for many office-based organizations, 30–70% 
of electricity use comes from powering and cooling servers 
running 24 hours a day.

Research conducted by New Buildings Institute and Ecos 
Consulting for the California Energy Commission’s Public 
Interest Energy Research (PIER) Program found that server 
rooms can consume more than two-thirds of the energy 
used by office equipment in small offices. More than  
10% of this energy is used to keep server rooms cool with  
air conditioning. 

Businesses that implement virtualization today do it not just 
to save energy, but also to save money on electric bills and 
IT costs. Virtualization can even increase the reliability and 
performance of IT environments.

NRDC estimates that an organization with 10 underutilized 
servers can save more than $100,000 over 5 years in energy, 
hardware, software and consulting costs by implementing a 
fully virtualized environment.

Fortunately there are many proven, cost-effective solutions 
to reduce the energy footprint of your servers. Here’s how 
to get started: 

n Measure or estimate the energy consumption   
 of your server room

n Switch off unused servers

n Set servers to go into low power mode 
 when inactive

n Optimize server use through consolidation  
 and  virtualization

n Consider facilities and hardware efficiency

http://www.nrdc.org/energy/saving-energy-in-server-rooms.asp
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The Energy Elephant in the Computer Server Room

Please visit advancedbuildings.net/plug-
loads to access websites, tips, technical 
resources and additional information about 
managing plug load energy use. 

Helpful websites: 
•  Top Ten USA:  toptenusa.org
•  ENERGY STAR:
 Power Management: energystar.gov/  
  index.cfm?c=power_mgt.pr_power_  
  mgt_low_carbon
 Purchasing and Procurement:  energystar.  
  gov/index.cfm?c=bulk_purchasing.  
  bus_purchasing
•  EPEAT:  epeat.net
•  CNET:  cnet.com
•  California Plug Load Research Center
 (Cal Plug):  calplug.uci.edu

To audit your plug loads:  
•  nrel.gov/docs/fy11osti/51199.pdf

To replace old office electronics with 
more energy-efficient devices: 
•  epeat.net

To learn about the power-management 
features of your computer: 
•  climatesaverscomputing.org/act/  
 saving-energy-at-home

For more information about advanced 
and load-sensing plug strips:
•  efficientproducts.org/product.   
 php?productID=24

For more information about locating a 
highly energy efficient, properly sized 
computer power supply: 
•  80plus.org 

For information about screen savers: 
•   reviews.cnet.com/green-tech/monitor-  
 power-efficiency
•  efficientproducts.org/product.php?   
 productID=3 

5 Steps for Managing Plug Load Energy  
Use in Offices:

1. Review. Identify your needs, inventory your equipment   
 and focus on the devices that use the most energy—  
 usually, that’s the equipment you use the most.

2. Remove. Eliminate or unplug unnecessary devices.

3. Replace. When it’s time to replace, purchase the most   
 energy-efficient devices for the job.

4. Reduce. Turn it off or power it down when not in use.

5. Retrain. Engage staff. Make sure they understand why,   
 when and how to power down. 

Plug Load Energy Savings Opportunities
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In a small office in California, low- and no-cost energy-saving measures reduced 
plug load energy use by 40%. 

Resources

http://www.advancedbuildings.net/plug-loads
http://www.advancedbuildings.net/plug-loads
http://www.toptenusa.org/
http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_low_carbon
http://www.energystar.gov/index.cfm?c=bulk_purchasing.bus_purchasing
http://www.energystar.gov/index.cfm?c=bulk_purchasing.bus_purchasing
http://www.energystar.gov/index.cfm?c=bulk_purchasing.bus_purchasing
http://www.epeat.net/
http://www.cnet.com/
www.calplug.uci.edu
http://www.nrel.gov/docs/fy11osti/51199.pdf
http://www.epeat.net/
http://www.climatesaverscomputing.org/act/saving-energy-at-home
http://www.climatesaverscomputing.org/act/saving-energy-at-home
www.efficientproducts.org/product.php?productID=24
www.efficientproducts.org/product.php?productID=24
http://www.plugloadsolutions.com/80PlusPowerSupplies.aspx
reviews.cnet.com/green-tech/monitor-power-efficiency/
reviews.cnet.com/green-tech/monitor-power-efficiency/
http://efficientproducts.org/product.php?productID=3
http://efficientproducts.org/product.php?productID=3
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PREFACE 

The California Energy Commission Energy Research and Development Division supports 

public interest energy research and development that will help improve the quality of life in 

California by bringing environmentally safe, affordable, and reliable energy services and 

products to the marketplace. 

The Energy Research and Development Division conducts public interest research, 

development, and demonstration (RD&D) projects to benefit California. 

The Energy Research and Development Division strives to conduct the most promising public 

interest energy research by partnering with RD&D entities, including individuals, businesses, 

utilities, and public or private research institutions. 

Energy Research and Development Division funding efforts are focused on the following 

RD&D program areas: 

PIER funding efforts are focused on the following RD&D program areas: 

 Buildings End‐Use Energy Efficiency 

 Energy Innovations Small Grants 

 Energy‐Related Environmental Research 

 Energy Systems Integration 

 Environmentally Preferred Advanced Generation 

 Industrial/Agricultural/Water End‐Use Energy Efficiency 

 Renewable Energy Technologies 

 

This report represents the work of the Commercial Office Plug Load Savings Assessment Project led 

by Ecova within a broader PIER program called Evidence‐based Design and Operations 

conducted by New Buildings Institute (contract number 500‐08‐049). The information from this 

project contributes to PIER’s Buildings End‐Use Energy Efficiency Program.     

When the source of a table, figure or photo is not otherwise credited, it is the work of the author 

of the report. 

 

 

For more information about the PIER Program, please visit the Energy Commission’s website at 

www.energy.ca.gov/research/ or contact the Energy Commission at 916‐654‐4878. 
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ABSTRACT 

This report summarizes the final results of a commercial office plug load field monitoring study 

conducted on behalf of the California Energy Commission’s Public Interest Energy Research 

Program. The purpose of this study was to characterize the energy consumption of plug load 

devices in two high performance buildings in California and explore opportunities for plug 

load energy savings in these buildings. The plug load research team, led by Ecos and supported 

by PECI and New Buildings Institute, inventoried the plug loads in use in a 95,000 ft2  public 

library and a 14,000 ft2  small office in California (both recently LEED‐certified) and recorded 

detailed meter files on a subset of inventoried devices (mainly office equipment) at one‐minute 

intervals for one month to establish baseline plug load energy use. Based on findings from this 

initial metering, the team installed low‐ and no‐cost energy reduction strategies on a subset of 

metered devices and re‐metered plug load energy consumption, on the affected as well as the 

unchanged devices, for an additional month. Researchers then compared the electricity 

consumption of the affected plug loads to the baseline data to quantify the energy savings of 

various measures. This report summarizes the final results of these case studies. These findings 

can be used to suggest savings opportunities and consumer acceptance of various strategies and 

can help streamline future plug load energy reduction research.  

 

 

 

 

 

Keywords: Plug loads, office electronics, office plug loads, field study, field metering, plug load 

meters, electronics, computers, field monitoring, advanced plug strips, timers, feedback, 

occupant behavior, software, computers, monitors, imaging equipment, library, small office, 

case studies   

 

 

 

Please use the following citation for this report: 

Mercier, C. and L. Moorefield. 2011. Commercial Office Plug Load Savings and Assessment. 

California Energy Commission, PIER Energy‐Related Environmental Research Program.  CEC‐

500‐08‐049. 
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Executive Summary 
Plug loads (devices that plug into wall outlets) account for 23% of total electricity consumption 

in California’s commercial office buildings. Office equipment alone accounts for 74% of this 

plug load energy, which is as much as 17% of electricity consumption in California’s small 

office buildings (Itron Inc., 2006).  While voluntary programs and mandatory regulations have 

had an important role in improving the energy efficiency of commercial plug loads, significant 

energy savings opportunities remain. 

This study characterizes electricity consumption of plug load devices in two recently LEED‐

certified buildings in California and explores opportunities for plug load energy savings in 

these buildings. In this report, plugs loads include primarily user‐interface office electronics 

such as computers, monitors and printers; white goods and server closets were not part of this 

study’s scope. As part of a PIER‐funded study on high performance buildings led by New 

Buildings Institute (NBI), the plug load research team (led by Ecova1 and supported by PECI 

and NBI) inventoried and metered plug loads in a 95,000 ft2 public library and a 14,000 ft2 small 

office in California. The team first inventoried all plug load devices at the library and the small 

office (n=924), with the exception of servers and their dedicated air conditioning units. The team 

then chose 100 of these devices to meter at one‐minute intervals for one month, placing the 

highest priority on computers, computer monitors, imaging equipment and computer 

peripherals, the most numerous devices at the two sites and which use significant amounts of 

energy (Moorefield et al., 2011, revised 2nd Edition).  

Energy Use 
From device inventories at each site and energy use recorded on the 100 metered devices, we 

estimated the plug loads studied used 66,300 kWh or 0.7 kWh/ft2 per year at the public library 

and 13,100 kWh or 0.94 kWh/ ft2 per year at the small office.  For each site, studied plug loads 

used about 6% of the building’s total annual energy (electricity plus natural gas).  These kWh/ 

ft2 plug load estimates are significantly lower than findings by the most recent California 

Energy Use Survey (CEUS) report — 2.19 kWh/ ft2 per year in small offices (Itron Inc., 2006). 2 

Logical reasons for this difference could include two factors.  The first is that the CEUS office 

equipment category includes servers, a category excluded from the current study due to 

liability issues.  In addition, both the library and small office had lower‐than‐average densities 

of office equipment (about 2 PCs/1000 ft2 at each site) and were occupied by users who 

purchased more efficient office equipment than average. 

                                                      

 

1 While the lead researchers remained consistent throughout the project, Ecos merged with Avista mid‐

project and became Ecova. All work on this project is now attributed to Ecova. 

2 Note that libraries are not a separate category in the CEUS analysis; we compared results for the library to the 

most similar category, small office. 
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A reasonability check of Ecos’ studied plug load estimate was done by NBI based on direct 

panel‐level metering at the small office as a part of NBI’s development of key performance 

indicators for this PIER research.  NBI’s top‐down estimation of plug loads without servers or 

server closet A/C was 1.3 kWh/ ft2/yr., roughly comparable, given the level of estimation 

involved, to this study’s bottom up total of 0.94 kWh/ft2/yr. 

Savings Opportunities and Strategies 
Desktop computers were the largest plug load electricity users studied at both sites. We 

estimate their energy consumption to be 68% of studied plug load energy use at the library and 

69% at the small office. LCD computer monitors were the second largest plug load energy users 

at the library and the third largest at the small office, accounting for 20% and 9% of total studied 

plug load energy use, respectively. Based on our findings during the first metering period, we 

identified four key opportunities for energy savings: 

1.  Desktop computers, LCD monitors and imaging equipment typically consumed more 

active power than the most efficient models available today. 

2.  Many desktop computers were left running in active or idle modes at night and on 

weekends. 

3.  Most imaging equipment and computer peripherals such as computer speakers were 

used rarely but drew power continuously when not in use. 

4.  Some imaging equipment and miscellaneous plug loads such as projectors were not 

very numerous, but each device consumed a significant amount of energy and did not 

appear to scale power consumption effectively to usage. 

We evaluated three different approaches to assess energy savings opportunities: 

1.  Software — Set aggressive power management settings on all equipment or use power 

management software controlled by the IT departments. 

2.  Hardware — Purchase and install advanced power strips, timers and more efficient 

office equipment. 

3.  Occupant behavior — Encourage users to flip the switch on power strips and turn off 

devices when not in use, and increase awareness of efficiency settings. 

We installed low‐ and no‐cost energy reduction strategies on 39 of the 100 metered devices, then 

re‐metered all 100 devices for an additional month. Because of budget constraints, it was not 

feasible to install some of the identified energy savings measures. In these cases, we quantified 

the impact of the measures by applying savings estimates from previous commercial studies to 

our baseline energy consumption meter data or by comparing the average energy use of 

metered devices to the reported qualified products data from the EPA ENERGY STAR website. 

Key results are described below. 
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1.  Software Power Management Settings — Enabling and properly programming existing 

power management settings of computers and imaging equipment provides the largest 

energy savings opportunity. If adequate software is already installed on the system, this 

solution can be implemented at no cost. There are barriers to be addressed if energy 

savings are to be achieved, such as a lack of user information and education, users 

requesting remote access to their desktop computers and conflicting practices with existing 

IT management policies. Alternatively, low‐cost, network‐based power‐management 

software that allows IT managers to centrally control power to devices during nights and 

weekends may be purchased. Although we did not test this strategy, it has been proven 

very cost effective in various locations in the country. 

2.  Hardware Control Strategies (Timers and Advanced Plug Strips) —Several control 

strategies can be employed to turn off devices when not in use and significantly reduce 

energy consumption, but this benefit must be weighed against the cost of purchasing and 

installing these control strategies. 

i. Timers and Timer Plug Strips. Timers and timer plug strips were unobtrusive to the 

participants and reduced electricity use significantly, making them good options to 

control devices with regular schedules. For example, at one workstation with a laser 

printer, computer monitor, calculator and computer speakers, we reduced electricity use 

by 43%. 

ii. Load‐sensors Plug Strips. Load‐sensor plug strips automatically turn off power to 

devices when the current drops below a certain threshold. Although the associated 

savings ranged widely and were dependent on user behavior, these devices are easy, 

low‐cost ways to eliminate the energy used by often‐forgotten computer peripherals. 

3.  Occupant Behavior Measures — Even the easiest and least expensive behavioral 

measures, such as sending an Outlook calendar reminder encouraging employees to turn 

off equipment at night and on weekends, reduced desktop computer electricity use by 6% 

on average in the two case studies. In the timeframe of this study it was not possible to 

prove that these savings would persist over time, given their sole reliance on continued 

user behavior. 

4.  Hardware Equipment Replacement. Because the absolute cost of purchasing new office 

equipment is large relative to the dollar value of the annual energy savings, we typically 

recommend that users procure better equipment at the time they are normally purchasing 

rather than discard currently functioning equipment in favor of something more efficient. 

Our review of cost data on standard and efficient office equipment showed little to no cost 

difference between a highly energy efficient model and one that is less efficient. Replacing 

older equipment before it is worn out can be a strategy worth pursuing, but it will be a 

higher cost approach than if the equipment were replaced when it was no longer 

functional. In some cases, we achieved significant energy savings by replacing inefficient 

equipment and sizing the replacement equipment appropriately. For example, we reduced 

the electricity use of an occasionally used, inefficient desktop computer by 95% by 
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replacing it with a micro‐sized desktop with basic functionality, ultra‐low power use and 

power management settings enabled. 

Summary of Savings Opportunities per Site 
By installing upgrades on 39 devices (15 at the library and 24 at the small office), we reduced the 

energy consumption of affected plug loads by 17% at the library and 46% at the office. 

Extrapolating these findings to estimate potential energy savings for a realistic scenario at each 

site, we found that low‐ and no‐cost energy savings strategies could save about 12,270 kWh per 

year at the library (19% of studied plug load energy use) and about 5,180 kWh at the small office 

(40% of studied plug load energy use). These savings represent 1% and 3% of the total building 

energy use at the library and the small office, respectively. Because the library already 

automatically powers down desktop computers in the public area, there were more energy 

savings opportunities per square foot at the small office. Also, we found that because of the size 

and the public nature of the library, capturing energy savings opportunities there presented 

more challenges in terms of time and effort. When these buildings are ready to upgrade 

equipment, additional savings could be achieved by replacing those desktop computers that do 

not require large memories or processor speeds with micro‐sized desktops and by replacing 

other desktop computers, monitors and imaging equipment with the most efficient models. 

Although the range of savings potential may vary widely by office, a low‐ to no‐cost approach 

can be the first energy savings action to reduce office plug loads by 19%‐40%, even at buildings 

already employing green and energy efficient strategies. Because these efficient buildings have 

generally low overall plug load energy use compared to the CEUS average, the absolute savings 

would be significantly more at office buildings with less efficient equipment or higher densities. 

Because of the small size of the study, we cannot make sweeping conclusions from our findings. 

Rather, findings from this field research can be used to suggest savings opportunities and 

consumer acceptance of various strategies and can help streamline future plug load energy 

reduction research.  

As California marches toward broader requirements for zero net energy commercial buildings, 

policy makers and utility companies will need to exploit every cost‐effective opportunity for 

office plug load energy reduction. These energy reduction opportunities include: 

• Power management of existing equipment. 

• Advanced plug strips and timers to control legacy equipment. 

• Power scaling in energy efficiency specifications. 

• Title 20 for office electronics. 

• Plug load peak power density requirement in Title 24. 

• Targeted procurement of highly efficient products. 
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• Aggressive education and awareness campaigns for staff about efficient behaviors and 

usage patterns. 

The findings of this study also highlighted the following future research needs: 

• Energy use of and savings opportunities for servers and server closets. 

• Savings potential from behavioral changes. 

• Incremental cost of measures. 

• Plug load demand impacts. 

• Equipment and technology improvements. 

• Continuous outreach and education efforts. 

Finally, researchers should leverage the methodology developed during this study. A follow‐on 

study scaled up to a larger sample size and longer duration could build upon the findings and 

lessons learned from this study, meter devices that haven’t been the focus of extended field 

metering studies such as servers and televisions, and address other gaps we identify in this 

analysis. 
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1.0 Introduction 
Plug loads are one of the largest and fastest growing electric end‐uses in commercial buildings 

in the United States. Although voluntary programs and mandatory regulations have had an 

important role in improving the energy efficiency of commercial plug loads, the growing 

number of office electronics coupled with the need for faster, more powerful equipment has 

resulted in an overall increase in plug load energy consumption. Opportunities for significant 

energy savings remain.  

The objective of this project was to research and test approaches to reducing plug load energy 

use in commercial offices. To do so, we metered the plug load energy consumption in two 

California office buildings and then tested plug load energy reduction strategies such as 

installing more efficient hardware and energy management software, and encouraging energy‐

saving behaviors.  

We begin with a brief overview of the study methodology. Next, we present the baseline plug 

load energy usage by overall product categories and by individual devices. Finally, we review 

plug load energy savings opportunities and evaluate their impact. Note that this study 

characterizes plug load energy consumption and saving opportunities at two sites (both 

recently LEED‐certified); it is by no means intended to be representative of all California 

commercial buildings.  Instead, it is a preliminary investigation into plug load energy use in 

two buildings that are designed to be highly efficient and an assessment of the opportunities to 

reduce energy use through relatively simple measures.  
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2.0 Overview of Methodology 
This study builds on the methodology and findings of the commercial plug load field metering 

study conducted by Ecos and RLW Analytics on behalf of the California Energy Commission’s 

PIER Program in 2008  (Moorefield et al., 2011, revised 2nd Edition). The purpose of this 

previous study was to get a better understanding of the plug loads in the commercial office 

sector: how many and what kinds of plug loads are in use, how products operate and are 

operated by consumers in their everyday settings.  

For the current study, conducted in the spring of 2010, Ecos collaborated with New Buildings 

Institute (NBI) and Portland Energy Conservation, Inc. (PECI) to select the two most 

appropriate sites from a larger sample of sites that were also undergoing green building 

performance analyses by NBI and PECI. Both selected sites were located in Northern California. 

The buildings selected were: 

 A LEED Gold three‐floor public library (95,000 ft2) with 48 employees, open 52 hours per 

week. The library has private offices and a public area with book stacks, computers and 

meeting rooms. Both areas were monitored.   

 A LEED Platinum small office building (14,000 ft2) with 30 employees, typically 

occupied 60 hours per week. 

We collected data in two phases. During Phase 1, PECI inventoried all plug loads (except 

servers and their dedicated air conditioning units) at both sites (Figure 1). There were 699 

devices in the library and 225 in the small office (Figure 3 and Figure 4). For each device, 

researchers recorded location, and product information including manufacturer name, model 

number, and whether or not the device had an ENERGY STAR label. 
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Figure 1: Overview of Study Scope and Methodology 

 
Then the research team reviewed device inventories and prioritized certain devices for 

metering. The team assigned all of the products in our product taxonomy to high, medium, low, 

or do not meter categories. Devices labeled do not meter were those that were outside the scope 

of this study, including white goods, items hard to meter accurately (e.g., laptop docking 

station), or presenting possible office disruption or liability issues (e.g., servers). See Appendix 

C for device prioritization. Since the purpose of this study was to identify energy savings 

opportunities, the team assigned a high priority to the largest energy users identified in our 

previous commercial plug load field metering study: computers, computer monitors, imaging 

equipment and computer peripherals (Moorefield et al. 2011). Based on the product 

prioritization, researchers installed primarily Watts Up Net and a small number Watts Up Pro 

ES plug load meters on 100 of the inventoried products to record time series data at intervals of 

one minute for one month.  

In some cases, we also used instantaneous, or spot metering to measure device power use 

during particular modes of operation.3 We analyzed the Phase 1 meter data to determine the 

                                                      

 

3 Instantaneous metering and time series metering are both power consumption measurement methods; 

however, the time series method records and stores data at regular intervals for an extended period of 

time 

1. Total plug loads 

(Excludes large appliances, i.e., white goods)

2. Inventoried plug loads 

(Exludes servers and dedicated air 
conditioning units)  

•Phase 1: Office electronics (e.g. 
computers, monitors, printers) and 
other office equipment (e.g. lamps) 
(N=726)

3. Studied plug loads (Mainly 
typical office equipment)    

•Phase 1: Plug loads metered to determine 
typical energy usage (N=100). Subset of studied 
plug loads.

4. Metered plug 
loads 

•Phase 2: Improved case. Subset of metered plug loads 
influenced by the improvement measures we 
implemented (N=39). 

5. Affected     
plug           
loads

 Phase 1: Inventoried 
devices (N=924) 
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total energy use for each device during the metering period. This analysis enabled us to identify 

energy savings opportunities for plug loads at each site. 

During Phase 2, researchers installed energy efficiency upgrades on 39 of the 100 devices 

metered during Phase 1 and then re‐metered all 100 plug loads for an additional month (Figure 

1). We compared the energy consumption of the 39 affected (upgraded devices) and 61 

unchanged (control devices) plug loads metered in Phase 2 to the Phase 1 meter data to 

determine the effectiveness of each measure. Note that the energy consumption of affected plug 

loads was influenced by the energy efficiency measures we implemented, but the energy 

consumption of the unchanged plug loads was not influenced by these measures. Thus the 

analysis of the unchanged group helped isolate the impact of energy efficiency measures 

evaluated on the affected group. For each device, we compared the same number of work days 

and non‐work days over the course of one month (31 days).  

It was not feasible to install some of the energy savings measures that we identified because of 

budget constraints. In these cases, we quantified the impact of the measures by applying 

savings estimates from previous commercial studies to our baseline energy consumption meter 

data. Finally, the team conducted a survey of the office occupants to collect qualitative feedback 

on the energy efficiency measures implemented (Appendix D). 

We used the Watts Up Net meter as our primary plug load meter (see Figure 2).4 These meters 

are connected to the internet via an Ethernet connection to the office network to enable 

automatic data output to a built‐in web server. The server allows data to be accessed via the 

internet in real time. We programmed the meters to record the following data at one‐minute 

intervals: voltage (volts), power (watts), power factor, current (amps), and volt‐amps. Note that 

Watts Up Net meters have the capability to measure and record the instantaneous power that a 

device consumes at a specific time point (e.g. every minute), but not to measure and integrate 

the average power over a specified time interval.  Thus, they can miss very short duration 

spikes or dips in power consumption. Resolution of the meter is to the tenth of a watt, though 

accuracy suffers to some extent with low power values. Power measurements were recorded in 

tenths of a watt and the results of our calculations are rounded and reported to the nearest watt.  

   

                                                      

 

4 For the Watts Up Net and Watts Up Pro ES technical specifications, see : 

https://www.wattsupmeters.com/secure/products.php?pn=0&wai=57&spec=3 
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Figure 2: Watts Up Net Meter 

 

Photo credit:http://scientificsonline.com/product.asp_Q_cmc_E_HOME_PAGE_A_pn_E_3123796 

In some cases, we also used Watts Up Pro ES meters, which record and store data on the meters 

themselves; it is not possible to connect these meters to the internet.1 Watts Up Pro ES meters 

were installed and left on high priority devices where a Watts Up Net couldn’t be used because 

an Ethernet connection wasn’t available. 

The complete methodology is included in the study’s metering protocol document (Mercier and 

Moorefield, 2010).  The metering protocol provides detailed information and instructions for 

conducting plug load site visits, including: meter installation, removal, data download and 

transfer; parameters to be recorded; and time period and sampling intervals for plug load 

metering. 



 

11 

3.0 Results 
We inventoried 924 plug loads (699 at the library – 417 in the public area and 282 in the staff 

area – and 225 at the small office) (Figure 3 and Figure 4). In Phase 1, we metered 100 of the 

inventoried devices, and obtained usable meter files from 97 devices (48 at the library and 49 at 

the small office). In Phase 2, we installed efficiency upgrades on 39 devices and re‐metered the 

same 100 plug loads for an additional month (Figure 1).  

Figure 3: Number of Devices Inventoried and Metered at the Small Library by Product 

Category 
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Figure 4: Number of Devices Inventoried and Metered at the Small Office by Product 

Category 

 

3.1 Baseline Plug Load Energy Usage and Power Demand 
We estimated annual energy use by product by scaling up the average device energy 

consumption findings from the one‐month metering period (Phase 1). Next, we estimated the 

total energy use of each device type in the study (i.e. desktop computers, computer monitors, 

etc.) by multiplying its average annual energy consumption by the total number of those 

devices inventoried (590 at library and 136 at the small office). Finally, we estimated total 

energy use of all devices in our study by summing the energy use of all devices. See Appendix 

A for a complete list of items metered and inventoried in this study.  

3.1.1 Desktop Computers 
Desktop computers were the largest plug load electricity users studied at both sites. We 

estimate their energy consumption to be 68% of studied plug load energy use at the library and 

69% at the small office (Table 1 and Table 2). Inventoried computers were dominated by two 

models: the Dell Optiplex 170L represented 67% of desktop computers at the library and the HP 

DX2450 Microtower represented 86% of computers at the small office. Energy use of desktop 

computers at the small office ranged widely. The average desktop computer consumed 244 

kWh per year, but individual values ranged from 75 kWh to 580 kWh per year (Figure 5). One 

explanation for this large range is that many desktop computers were often left in idle or active 

mode overnight and on weekends, while others were rarely used and consistently turned off (or 
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automatically powered down) by users at night and on weekends. Similarly at the library, the 

range of annual energy consumption of staff and other non‐public area desktop computers was 

broad; the average staff desktop computer used 221 kWh per year, but ranged from 79 kWh for 

a computer that was on only during business hours to 475 kWh per year for a computer that 

was left in idle or active mode continuously (Figure 5). On the other hand, the public‐area 

desktop computers at the library had similar duty cycles to each other, because the library 

automatically shuts them down at night and reboots them in the morning. The average public‐

area desktop computer consumed 222 kWh per year. The average desktop computer annual 

energy use estimates at both sites were consistent with the average of 266 kWh per year 

previously found by Moorefield et al. 2011 for commercial office desktop computers. 

Figure 5: Desktop Computer Annual Energy Use per Device at the Library and the Small 

Office 

 

As Figure 5 illustrates, the desktop computers we measured typically consumed more 

electricity per year than ENERGY STAR assumes a typical 5.0‐qualified computer would use, 

likely due to lower efficiencies in some cases and longer‐than‐average duty cycles in others.5 

The desktop computers we metered consumed 59% to 100% of their energy when operating in 

idle or active mode (Figure 6). A key energy‐reduction strategy for computers, therefore, is 

lowering power demand of and time spent in these modes.  

                                                      

 

5 The ENERGY STAR version 5.0 specification for computers has been effective since July 1, 2009. See  

http://www.energystar.gov/ia/partners/product_specs/program_reqs/Computers_Program_Requirements.pdf  
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Figure 6: Desktop Computer Energy Usage at the Library and the Small Office is Dominated 

by Idle and Active 

 

3.1.2 Computer Monitors 
Of the office plug loads we evaluated, LCD computer monitors were the second largest energy 

users at the library and the third largest at the small office. Their energy consumption 

accounted for 20% and 9% of total studied plug load energy use at the library and the small 

office, respectively (Table 1 and Table 2). The computer monitor inventories were dominated by 

two models of 19‐inch LCD computers monitors: 86% of monitors at the library were Dell E196F 

and 91% of monitors at the small office were HP L1906. Active power of both models was 

relatively high compared to the most efficient models that are available today. Computer 

monitor active power averaged 27 W at the library and 32 W at the small office. The ENERGY 

STAR 5.1 specification for maximum active power today is 19.6 W for the same size monitors 

(19‐inch) with the same resolution (1280 x 1024). The majority of the monitors were in standby 

mode or off mode after business hours and on weekends at both sites, suggesting that power 

management settings were enabled on most monitors, or that users were consistently turning 

monitors off when they left for the day. Computer monitors typically drew less than 2 W in 

standby mode. The average monitor at the library consumed a total of 58 kWh per year and 

ranged from 24 kWh to 95 kWh per year (Figure 7). At small office, the average monitor 

consumed approximately 35 kWh per year and ranged from 11 kWh to 57 kWh per year (Figure 

7). This variation in energy consumption likely stems from differences in duty cycles since 

many of the monitors metered were the same model.  
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Figure 7: Computer Monitor Annual Energy Use per Device at the Library and the Small 

Office 

 

3.1.3 Imaging Equipment and Computer Peripherals 
Imaging equipment and computer peripherals also accounted for a significant share of studied 

plug load energy use (Figure 8 and Figure 9). Their combined energy consumption accounted 

for 11% and 17% of total studied plug load energy use at the library and the small office, 

respectively (Table 1 and Table2). In contrast to monitors, we found that imaging equipment 

and computer peripherals used a significant amount of energy after business hours and on 

weekends when not in use. 

We metered a sample of typical imaging equipment from four different manufacturers 

including 1 inkjet printer, 1 laser fax, 12 laser printers, 3 laser multifunction devices (MFDs) 6, 1 

solid ink MFD, and 1 mailing machine. We found that only two of the metered devices had an 

ENERGY STAR label. The speed of metered printers and MFDs ranged from 8 to 45 pages per 

minute (ppm). Our meter data indicate that energy consumption varies significantly across 

technologies. Inkjet printers tend to use less energy than laser printers in active mode. As 

expected, active power was significantly higher in laser devices than in the inkjet device, 

because the process of fusing the ink to the paper requires high temperatures (up to 200° 

Celsius). 

The solid ink MFD consumed significantly more energy than other devices, because the ink 

must be heated and kept at or near its melting point during use. Its energy consumption alone 

                                                      

 

6 A multifunction device is a copier based device which offer additional functionalities such as scanning and faxing. 
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accounted for 6% of studied plug load energy use at the small office (Table 2), and nearly 40% of 

the electricity used by all the imaging equipment at that site.   

Figure 8: Imaging Equipment Annual Energy Use per Device at the Library and the Small 

Office 

 

Figure 8 compares metered energy consumption levels to current ENERGY STAR typical 

energy consumption (TEC) requirements. When measured according to the ENERGY STAR 

Imaging Equipment test procedure, the TEC of ENERGY STAR‐qualified devices should be less 

than or equal to the ENERGY STAR TECMAX requirement (represented by a black dot on Figure 

8). Interestingly, one of the multifunctional device at the library had an ENERGY STAR label, 

but used more energy in the field than its ENERGY STAR TECMAX requirement.  

The majority of computer peripherals metered in this study were computer speakers. At the 

small office, we metered four pairs of computer speakers. These devices all drew less than 3 W 

of power continuously and averaged 12 kWh per year in electricity use (Figure 9), significantly 

less than the 74 kWh per year reported in Sanchez et al. 2007. We identified the number of 

operating hours of the computers to which these speakers were connected to estimate how 

much energy could be saved by automatically shutting off speakers when the attached 

computer is shut down. We found that two of the four sets of computer speakers we metered 

were connected to computers that were operating in active or idle mode more than 75% of the 

time; the other two were powered down at night and on weekends. We did not record time 

series data on computer speakers at the library. We did, however, take instantaneous power 

measurements and found that computer speakers at the library drew between 1.6 W and 6.9 W 

when not in use. 
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Figure 9: Computer Speakers Annual Energy Use per Device at the Small Office 

 

3.1.4 Miscellaneous (Space heaters, projectors, coffee makers, etc.)  
Although desktop computers, computer monitors, imaging equipment and computer 

peripherals are typically the largest energy users in commercial offices, we found that the 

following plug load devices also present substantial energy savings opportunities: 

Video projectors: At the small office, the video projector was one of the largest energy uses in 

the miscellaneous category. It consumed 306 kWh per year. Of that, 119 kWh was used when 

the device was not in use; the projector drew 13 W continuously in standby mode. 

Space heaters and portable fans: We inventoried a significant number of personal space heaters 

and portable fans in this study, and collected data on one personal space heater at the small 

office. We found that the electricity use of the metered device was relatively low, but note that 

this study was conducted in the summer and early fall. In the winter, personal space heaters are 

likely important energy users in this category. Previous studies show that an average portable 

space heater uses 940 W in active mode (Moorefield et al. 2011).   

Vending machines:  Vending machines typically operate 24 hours per day, seven days a week.  

According to the U.S. Department of Energy, some vending machines use up to 14.5 kWh per 

day.7 For comparison, the ENERGY STAR certified indoor refrigerated beverage vending 

machines use between 3.82 and 6.92 kWh per day – a 40% to 65% reduction in energy use 

compared to standard machine models.8 We did not collect time series data on vending 

                                                      

 

7 See: http://www1.eere.energy.gov/femp/technologies/m/eep_beverage_vending_machine.html#req 

8 See:  http://www.energystar.gov/index.cfm?fuseaction=find_a_product.showProductGroup&pgw_code=VMC 
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machines in this study. We did, however, take instantaneous power measurements on one 

vending machine at the small office and found that it drew an average of 595 W when metered 

for five minutes – a power level that was among the highest of all the plug loads we tested. 

Televisions:  We inventoried eight televisions in this study (six at the library and two at the 

small office), including two 58‐inch plasmas. These devices operated continuously during 

business hours to display advertisements and community information. Previous studies found 

that an average medium size television drew 240 W in active mode, and used 445 kWh per year, 

and that a large  television (60 inches) used 458 W in active mode, and used 843 kWh per year 

(Calwell et al. 2010). On‐site spot measurements indicated that these devices can draw between 

204 W (35‐inch LCD television) and 626 W (48‐inch plasma television) in active mode.   

Kitchen equipment:  We inventoried two and metered one commercial coffee maker at the small 

office, but the meter file was eliminated because the meter was improperly configured. In our 

previous study, researchers estimated that these devices consumed 402 kWh per year per device 

and had an active power demand of 464 W (Moorefield et al. 2011).   

Public library equipment: These include bar code scanners, receipt printers, bar code labels, 

payment machines, change machines, RFID, etc. Instantaneous power measurements for these 

devices are presented in Appendix B.  

Figure 10: Miscellaneous Office Equipment Average Annual Energy Use by Device at the 

Small Office 

 

3.1.5 Aggregate Plug Load Energy Usage at the Library and the Small Office 
 

Table 1 and Table 2 show estimates for baseline plug load energy consumption for all devices 

studied, by device category for each site.  We multiplied the average metered annual energy 
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consumption for each device type by the total number of those devices inventoried. The plug 

loads we studied (primarily office equipment) are estimated to use 66,300 kWh per year or 0.7 

kWh/ft2 annually at the library and 13,100 kWh per year or 0.94 kWh/ft2 annually at the small 

office.  

The above estimates based on our detailed monitoring of individual plug loads (primarily non‐

server office equipment) showed lower energy consumption than the average from the most 

recent CEUS report (Itron Inc., 2006), which was 2.19 kWh/ft2 in small offices.9  Logical reasons 

for this difference could include two factors.  The first is that the CEUS office equipment 

category includes servers, a category excluded from the current study due the liability issues.  

In addition, both the library and small office were LEED certified, had lower‐than‐average 

densities of office equipment10 (about 2 PCs/1000 ft2 at each site), and were occupied by users 

who purchased more efficient office equipment than average. 

Work by NBI for a separate task of the overall PIER project enabled a further reasonability 

check of the Ecos estimates of total studied plug loads. NBI conducted whole building energy 

reviews of both sites. Based on that analysis, energy use of the studied plug loads was estimated 

to be 6% of the total building energy use (electricity and natural gas consumption) at both sites 

(NBI, In review).NBI also conducted panel‐level metering at the small office, as part of their 

broader PIER project development of key performance indicators (report forthcoming).  Two 

panels isolated the small office’s total plug loads, including the server closet and its dedicated 

air conditioner.  For comparability, NBI estimated the non‐server, non‐appliance loads 

(analogous to Ecos’ studied loads) by observing a period with the server closet air conditioning 

turned off and also using interval data profiles for the plug load panels.    The result of the top‐

down estimation of plug loads without servers or server closet A/C was 1.3 kWh/ ft2/yr, roughly 

comparable, given the level of estimation involved, to this study’s bottom up total of 0.94 

kWh/ft2/yr. 

Similar data for the library were unavailable.  This one estimate does, however, underscore the 

need for separate research on the energy use of small server closets and effective efficiency 

measures in that area. 

   

                                                      

 

9 Note that libraries are not a separate category in the CEUS analysis; we compared results for the library 

to the most similar category, small office. 

10 NBI note: EnergyStar default assumption is 2 PCs/1000 sf of office space but NBI more recently 

gathered GT50 database shows 3.7 PCs/1000 sf of office.  
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Table 1: Average Annual Energy per Device at the Library 

Product   
Type 

Number 
Metered 

Average 
Annual 
Energy 

Use (kWh) 
per Device 

Number 
Inventoried 

Estimated Total 
Annual Energy 
Use (kWh) 

Desktop 
Computers 

Public: 10 221 139 30,719 

Private: 6 222 64 14,208 

Computer 
Monitors 

Public: 9 74 136 10,064 

Private: 7 39 82 3,198 

Laser MFD  Private: 2 524 5 2,620 

Laser Printer  Public: 4 140 16 2,240 

Private: 3 144 12 1,728 

Laser Fax  Private: 1 51 2 102 

Inkjet Printer  Private: 1 77 5 385 

Desk and 
Table Lamps 

Public: 2 0 87 0 

Private: 3 25 42 1,050 

Total    48  590 66,314 
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Table 2: Average Annual Energy per Device at the Small Office 

Product Type  Number 
Metered 

Average 
Annual 

Energy Use 
(kWh) per 
Device 

Number 
Inventoried 

Total Energy 
Use (kWh) 

Desktop Computers  13  244 37 9,028 

Computer Monitors  13  35 33 1,155 

Laser MFD  1  39 4 156 

Laser Printer  5  106 9 954 

Solid Ink MDF  1  764 1 764 

Computer Speakers  4  12 20 240 

Video Projector  1  306 1 306 

Shredder  1  19 3 57 

Mailing Machine  1  66 1 66* 

Space Heater  1  4 7 28 

Calculation Machine  1  24 6 144 

Desk Lamps 7  14 14 196 

Total  49  136 13,094 

*Note that this estimate captures only standby power. 

3.2 Analysis of Plug Load Savings Opportunities 
The main objective of this study was to evaluate options for commercial building occupants to 

reduce energy consumption of their office plug loads.   

Based on our Phase 1 baseline findings, we identified five plug load end uses that present large 

savings opportunities through changes to hardware, software, user behavior strategies, or a 

combination of the three. 

1. 62%  of  desktop  computers  at  the  small  office  and  40%  of  staff  (non‐public) 

computers at  the  library were often  left operating  in active or  idle mode overnight 

and on weekends (Figure 11).  

2. Printers and multifunction devices were used rarely, but drew 6 to 51 W when not in 

use (Figure 12). 
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3. Most  computer  peripherals  metered,  such  as  computer  speakers,  used  standby 

power continuously when not in use (Figure 12).   

4. Most LCD computer monitors, desktop computers and imaging equipment metered 

drew high active power compared with high‐efficiency models available today. 

5. Some imaging equipment and miscellaneous plug loads such as projectors were not 

very numerous, but each device consumed a significant amount of energy and did 

not appear to scale power consumption effectively to usage. 

 To capture these savings, we evaluated the following three approaches:  

• Hardware—Purchase highly efficient office equipment, install control devices 

such as advanced plug strips and timers that automatically control loads after 

business hours and on weekends, replace desktop computers by micro‐sized 

desktops or laptops. 

• Software—Set all equipment to manage power to optimize energy savings, use 

computer power management software. 

• Occupant behavior—Encourage users to change personal practices so that 

equipment is not left operating unnecessarily. 

We installed improvement measures on 39 devices (15 at the library and 24 at the small office). 

The following sections discuss the impact of these measures on the electricity use of different 

devices. A summary of findings is presented in Table 3 and Table 4. 

Figure 11: Power Meter Data of a Desktop Computer at the Small Office 

 
 

 Small amount of time in 

active mode 

 Lots of time in idle mode 

at night and on
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Figure 12: Power Meter Data of a Printer, Calculator and Computer Speakers at the Small 

Office 
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Table 3: Summary of Measured Plug Load Energy Savings at the Library 

  Energy Saving 
Measure 

Plug Loads 
Affected 
(N=15) 

Baseline 
Case 

Energy Use 
(kWh per 
year) 

Improved 
Case 

Energy Use 
(kWh per 
year) 

Measured 
Energy 
Savings 

Opportunity 
(kWh per 
year) 

% 
Savings 

Lifetime 
Savings 
(kWh)1 

Payback 
Period at 
$0.1342 
per kWh  
(years) 

H
ar
d
w
ar
e
  

Replace 
existing 
monitor with 
TopTen 
monitor 

LCD 
monitor 

64.8 37.2 27.6 43%  110.4  Immediate
2 

Replace 
existing 
monitor with 
TopTen 
monitor with 
automatic 
brightness 
control 

LCD 
monitor 

59.6 37.4 22.2 37%  88.8  48.8

Install load‐
sensor plug 
strip on public 
workstation  

LCD 
monitor 
and laser 
printer  

255.5 220.2 35.3 14%  176.5  6.4

Removed by the building occupants (See section 1 p. 32 for discussion)

Install timer 
plug strip on 
imaging 
equipment 

Laser 
printer and 
laser fax 

127.2 166.0 ‐38.8 ‐31%  n/a  n/a

Install timer 
on imaging 
equipment 

Laser 
multifuncti
on device 

621.0 560.5 60.5 10%  302.5  2.5

So
ft
w
ar
e 

Set more 
aggressive  
power 
management 
settings of 
imaging 
equipment 

Laser 
printer 

208.4 167.2 41.2 20%  164.8  Immediate

Enable 
computer 
power 
management 
settings 

Desktop 
computer 

474.5 410.9 63.6 13%3  254.3  Immediate

Turn down 
brightness 
settings of 
computer 
monitors 

LCD 
monitor 

94.2 96.6 ‐2.4 ‐2.5%  n/a  Immediate

82.4 69.4 13.0 16%  52.0  immediate
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  Energy Saving 
Measure 

Plug Loads 
Affected 
(N=15) 

Baseline 
Case 

Energy Use 
(kWh per 
year) 

Improved 
Case 

Energy Use 
(kWh per 
year) 

Measured 
Energy 
Savings 

Opportunity 
(kWh per 
year) 

% 
Savings 

Lifetime 
Savings 
(kWh)1 

Payback 
Period at 
$0.1342 
per kWh  
(years) 

U
se
r 

b
e
h
av
io
r

Install 
feedback 
monitoring 
device 

LCD 
monitor 
and 
desktop 
computer 

389.7 189.6 200.1 51%  800.44 1.1

1 Assumptions for the following device life expectancy are from ENERGY STAR’s savings calculator for office equipment. 
See http://www.energystar.gov/ia/business/bulk_purchasing/bpsavings_calc/Calc_office_eq.xls 
Monitors: 4 years; Computers: 4 years; and Imaging Equipment: 5 years.  
Assumptions for the life expectancy of advanced plug strips and the feedback monitoring device are from Ecos: 5 years. 
2The payback period is immediate only if the users procure better equipment at the time they are normally purchasing 
rather than discard currently functioning equipment in favor of something more efficient. Early replacement is a low to 
high‐cost measure.3This measured savings estimate is lower than predicted by other studies because the group policy 
at the city level over‐rode the changes we made at the library. 4 We assume here that savings would persist in time; 
however, more research is needed to understand the persistence of these savings. 
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Table 4: Summary of Measured Plug Load Energy Savings at the Small Office 

  Energy Saving 
Measure 

Plug 
Loads 

Affected 
(N=24) 

Baseline 
Case 
Energy 
Use 
(kWh 

per year) 

Improved 
Case 

Energy Use 
(kWh per 
year) 

Measured 
Energy Savings 
Opportunity 

(kWh per year) 

% 
Savings 

Lifetime 
Savings 
(kWh)1 

Payback 
Period  at 
$0.1342 
per kWh  
(years)  

H
ar
d
w
ar
e
 

Replace 
existing 
monitor with 
TopTen 
monitor 

LCD 
monitor 

20.0 11.5 8.5 43%  34.0  Immediate
2 

Replace 
existing 
monitor with 
TopTen 
monitor with 
automatic 
brightness 
control 

LCD 
monitor 

42.4 21.2 21.2 50%  84.8  51

Install load‐
sensor plug 
strip on 
workstation  

LCD 
monitor, 
laser 
printer 
and 
computer 
speakers 

113.6 61.4 52.2 46%  260.9  4.3

Install remote 
control plug 
strip on 
workstation 

Laser 
printer  

49.5 22.4 27.1 55%  135  9.7

Install timer 
plug strip on 
workstation 

LCD 
monitor, 
laser 
printer, 
computer 
speakers 
and 
calculator 

375.6 214.3 161.3 43%  806.5  1.2

Install timer 
on imaging 
equipment 

Laser 
multifunct
ion device 

38.9 24.7 14.1 36%  70.6  10.5

So
ft
w
ar
e 

Enable 
computer 
power 
management 
settings 

Desktop 
computers 

The IT administrator did not implement this measure because some staff access 
their computer remotely. 
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  Energy Saving 
Measure 

Plug 
Loads 

Affected 
(N=24) 

Baseline 
Case 
Energy 
Use 
(kWh 

per year) 

Improved 
Case 

Energy Use 
(kWh per 
year) 

Measured 
Energy Savings 
Opportunity 

(kWh per year) 

% 
Savings 

Lifetime 
Savings 
(kWh)1 

Payback 
Period  at 
$0.1342 
per kWh  
(years)  

Turn down 
brightness 
settings of 
computer 
monitors 

LCD 
monitor 

56.5 53.0 3.5 6%  14.1  Immediate

48.3 35.3 13 27%  51.8  Immediate

U
se
r 
B
e
h
av
io
r 

Send Outlook 
reminders to 
turn off 
computers  

Desktop 
computer 

103.7 96.6 7.1 7%  28.33  Immediate

90.7 103.6 ‐13.1 ‐14%  ‐51.8  Immediate

90.7 62.4 28.3 31%  113.03 Immediate

75.4 74.2 1.2 2%  4.73  Immediate

Install 
feedback 
monitoring 
device on 
workstation 

LCD 
display, 
computer, 
computer 
speakers 

115.4 80.1 35.3 31%  176.62 6

Provide 
energy report  
with action 
steps to 
reduce 
desktop 
computer 
energy use 

Desktop 
computer 

355.6 153.1 202.5 57%  810.0  Immediate

C
o
m
b
in
at
io
n
  

Replace 
desktop 
computer with 
micro‐sized 
desktop and 
enable power 
management 
settings 

Computer  485.1 23.5 461.5 95%  1,846  Immediate
2 

1 Assumptions for the following device life expectancy are from ENERGY STAR’s savings calculator for office equipment. 
See http://www.energystar.gov/ia/business/bulk_purchasing/bpsavings_calc/Calc_office_eq.xls 
Monitors: 4 years; Computers: 4 years; and Imaging Equipment: 5 years.  
Assumptions for the life expectancy of advanced plug strips and the feedback monitoring display are from Ecos: 5 years 
2 The payback period is immediate only if the users procure better equipment at the time they are normally purchasing 
rather than discard currently functioning equipment in favor of something more efficient. Early replacement is a low to 
high‐cost measure. 
3 We assume here that savings would persist in time; however, more research is needed to understand the persistence 
of these savings. 
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3.2.1 Hardware Strategies 
We evaluated the following hardware strategies: replacing inefficient equipment with 

comparable, high‐efficiency models, installing devices that automatically control loads (e.g., 

load‐sensor plug strips, remote control plug strips, and timers), and replacing desktop 

computers with mini‐desktops or laptops.  

3.2.1.1 Replacing Inefficient Equipment with Comparable, High Efficiency Models 
The scope of this study did not allow us to upgrade or replace all of the equipment at the two 

sites. We did, however, replace four computer monitors (two at the library and two at the small 

office) with comparable, high‐efficiency models identified by TopTen (a nonprofit organization 

that identifies the 10 most efficient products on the market in selected categories [see 

www.toptenusa.org]). Two of the replacement monitors had automatic brightness control 

(ABC), an energy‐saving technology that adjusts the brightness of the screen in real time in 

response to changes in room lighting conditions, and two did not. Figure 13 and Figure 14 show 

how the energy consumption of the upgraded computer monitors changed compared to the 

base case. Our results show that replacing a computer monitor with a comparable TopTen 

model without ABC reduced individual monitor energy consumption by 43% at both sites 

(Figure 13). This translates into an energy savings of 28 kWh per year per monitor and 9 kWh 

per year per monitor at the library and the small office, respectively. The retail price of this 

replacement monitor was about $150, which is no more expensive than an average 19‐inch 

computer monitor today.11 

Librarians who used this replacement monitor commented that it was hard to use because, 

unlike the previous monitor, it could not be adjusted for height and tilt. They also noted that 

changing light conditions in the library often made the monitor too dim or too bright and harsh. 

This indicates that more education on how to adjust the brightness settings of monitors should 

be a component of this strategy or that a model with ABC should be used.  

By using a TopTen model with ABC, we reduced individual monitor energy consumption by 

37% and 50% at the library and the small office, respectively (See Figure 14). To evaluate the 

energy savings from the ABC feature, we metered the new computer monitors with the ABC 

enabled for two weeks. Then we disabled the ABC feature and re‐metered for two weeks. Using 

the more efficient monitor reduced energy by 19% and 39% and enabling ABC reduced energy 

by an additional 18% and 11% at the library and the small office, respectively (Figure 14). 

The impact of the ABC will vary depending on the amount of natural and artificial light 

available in the room and the orientation of the monitor relative to those light sources. The 

highest savings were obtained at the library, an office with many windows where the room 

                                                      

 

11 To determine the average price of a 19‐inch monitor we use pricegrabber.com, an online tool comparing prices. We 
averaged the price of the 79 most popular 19‐inch monitors available today.  
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brightness varied significantly during the day – from 56 lux in the afternoon with the shades 

closed to 548 lux in the afternoon with the shades open.  

Figure 13: Savings from Replacing One Existing Computer Monitor with One Comparable, 

High‐Efficiency Model 
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Figure 14: Savings from Replacing One Existing Monitor with One Comparable, High‐

Efficiency Model with Automatic Brightness Control  

 

 

  

One participant commented that the replacement monitor with ABC enabled was more 

comfortable to her eyes. No complaints about brightness flickering were reported, suggesting 

that the ABC feature was calibrated to respond to changing lighting conditions in a way that is 

subtle or gradual enough to be non‐intrusive to users. The retail cost of this replacement 
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monitor was $370, which is $145 more than an average 19‐inch monitor today.  Ecos expects the 

retail cost of monitors with ABC to decrease significantly over time as we estimate that the 

manufacturer’s engineering cost for incorporating ABC is $2 or less.   

3.2.1.2 Calculated Savings for Energy Star Qualified and Best-in-Class Monitors, Computers 
and Imaging Equipment 
For additional insight into savings opportunities from upgraded hardware, we compared the 

average energy use of metered desktop computers, computer monitors and some imaging 

equipment at the two sites to the current ENERGY STAR criteria and manufacturer‐reported 

energy levels. We found that 95 kWh per year (43% of device electricity use) could be saved by 

replacing one existing computer model with an average ENERGY STAR qualified model and 

192 kWh per year (87% of device electricity use) with a best‐in‐class model at the library. At the 

small office,  89 kWh per year (38% of device electricity use) could be saved by replacing one 

existing model with an average ENERGY STAR qualified model and 208 kWh per year (88% of 

device electricity use) with a best‐in‐class model. Similarly, we found that significant electricity 

use could be saved by replacing existing computer monitor and imaging equipment models 

with average ENERGY STAR qualified models or best‐in‐class models (Table 5). Note that we 

did not adjust these estimates for differences between the observed duty cycles and the average 

ENERGY STAR duty cycles. Savings are therefore likely to be due to higher efficiencies in some 

cases and to shorter than average duty cycles in others.  
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Table 5: Estimated Savings for ENERGY STAR Qualified and Best‐in‐Class Monitors, 

Computers and Imaging Equipment 

Product Type  Site  Baseline 
Average Energy 
Use (kWh per 

year) 

Average 
ENERGY 

STAR Energy 
Use (kWh 
per year)1 

Best in Class  
Energy Use, 
if Different 
(kWh per 
year)2 

Estimated 
Savings (kWh 
per year) 

Estimated 
Savings 
Range per 
Device  

Desktop 
Computer 

Library  221   126  29  95‐192  43% ‐ 87% 

Small Office  242  148  29  89‐208  38% ‐ 88% 

Computer 
Monitor 

Library  58  283  223  30‐36  52% ‐ 62% 

Small Office  35  283  223  7‐13  20% ‐ 37% 

Ink Jet Printer  Library  77  164  n/a  61  79% 

Small Office  n/a  n/a  n/a  n/a  n/a 

Laser Printer‐
monochrome 

<15 ppm 

Library  n/a  n/a  n/a  n/a  n/a 

Small Office  140  36  36  104  74% 

Laser Printer‐
monochrome 

15 – <40 ppm 

Library  136  99  26  37‐110  27% ‐ 81% 

Small Office  55  99  26  29  53% 

Laser Printer‐
color 

<=32 ppm 

Library  157  185  47  110  71% 

Small Office  n/a  185  47  n/a  n/a 

Laser MFD‐
monochrome 

>26‐<=68 ppm 

Library  524  300  68  224‐456  43% ‐ 87% 

Small Office  n/a  n/a  n/a  n/a  n/a 

Solid Ink MFD‐     
Color 

<32 ppm 

Small Office   764  281  281  483  63% 

1 We compared the average device at each site with the average ENERGY STAR‐qualified device of the 

same size or performance category. 
2 We identified the best‐in‐class model by ranking ENERGY STAR‐qualified devices by annual electricity 

consumed in typical usage.  
3 Monitor duty cycle assumptions are from ENERGY STAR (Communication with Owen Stanford March 

2011):  4 h in active mode, 5.5 h in sleep mode and 14.5 hours in off mode. 



 

33 

The absolute cost of purchasing new office equipment will typically be significant relative to the 

dollar value of the annual energy savings, so these recommendations generally suggest that 

users procure better equipment at the time they are purchasing, rather than discarding 

currently functioning equipment in favor of something more efficient.  The energy consumption 

associated with manufacturing office equipment can also be significant and can offset any 

energy savings realized at the usage phase.  

3.2.1.3 Replace Desktop Computer with Laptop or Micro-sized Desktop Computer (Calculated 
Savings) 
Laptop computers use considerably less energy than desktop models and deliver the same level 

of service for most applications. An average laptop uses 58 kWh per year (Moorefield et al. 

2011). Although we did not test this strategy in this study, we calculated that by replacing a 

desktop computer with a TopTen laptop we could save 202 kWh per year per computer at the 

library and 223 kWh per year per computer at the small office.12 If we assume that the laptop 

replaces the desktop computer and its external monitor, we could save on average an additional 

58 kWh per year at the library and 39 kWh per year at the small office. Laptops are more 

expensive than their desktop counterparts, but are appealing to users for a variety a reasons, 

including portability and convenience.  

Micro‐sized desktop computer have basic functionality and ultra‐low power demand. In some 

cases, micro‐sized desktop computers could replace current desktop computers. To test this, we 

installed a micro‐sized desktop computer at the small office. Results are presented in section 4. 

3.2.1.4 Install Advanced Plug Strips and Timers  
Advanced plug strips vary in design, but typically use some combination of load sensors, 

remote controls, occupancy sensors, and timers to automatically power down plug loads when 

they are not in use. We found two applications for this strategy: imaging equipment and 

computer peripherals. We installed three load‐sensor plug strips (two at the library and one at 

the small office), two timer plug strips (one at the library and one at the small office) and one 

remote control plug strip at the small office to test these savings opportunities.  

i. Load‐sensor plug strip 

Load‐sensor plug strips detect the drop in current that occurs when the control device enters a 

low‐power mode and disconnect the power to the controlled outlets on the plug strip. For 

example, if the control device is a computer, the load sensor would detect when the computer 

enters sleep or standby mode, and then disconnect power to the other devices plugged in that 

power strip. One test we conducted of a load‐sensor plug strip connected to a laser printer, a 

computer monitor, and computer speakers, would yield 52 kWh per year in energy savings (See 

                                                      

 

12 Note that we didn’t consider the additional energy consumption of a docking station (about 11 kWh per year 

according to Moorefield et al. 2011). 



 

34 

Figure 15). (The retail price of the installed load‐sensor plug strip was about $30. Thus the 

annual energy savings will pay for the incremental cost in 4.3 years.13 

It is important to note that actual savings vary and depend on user behavior. A load‐sensor 

plug strip reduces energy use only if it is installed properly and the computer is powered down 

by the user or automatically. To illustrate this point, consider the case of two load‐sensor plug 

strips that we installed on public area workstations (consisting of a computer in the control 

outlet and an LCD monitor and a laser printer in the controlled outlets) at the library. One was 

removed by the building occupants, so no energy was saved.14 The other plug strip that we 

installed was used and saved 35 kWh per year, paying for its incremental cost in 6.4 years. 

Study participants did not report any issues associated with this measure. The IT administrator 

at the library commented that it can be time consuming to override the advanced plug strip 

when maintenance was needed early in the day; conflicts with automated update schedule in 

middle of night for public computers and with software that manages public computer sessions.   

Figure 15: Savings from Load‐Sensor Plug Strips 

 

                                                      

 

13 We assumed that the cost of commercial electricity in California is $0.1342. See: 

http://www.eia.doe.gov/cneaf/electricity/epa/fig7p6.pdf 

14 The site contact was uncertain how the plug strip got disconnected but mentioned that it was likely that 

children could have done this since the plug strip was installed in the children’s area.  
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ii. Remote control plug strips 

We also tested the effectiveness of remote control plug strips by installing one remote control 

plug strips at the small office. These plug strips enable an occupant to disconnect power to all 

devices plugged into the strip by using a small remote control (Figure 16). The advantage of the 

remote control plug strip is that it is a convenient way for building occupants to control exactly 

when devices receive power without having to reach below desks, behind office equipment, or 

around furniture to access inconvenient places where plug strips are typically located.  

Figure 16: Belkin Conserve Switch 

 

Source: Retrieved from http://www.belkin.com/IWCatProductPage.process?Product_Id=459516 
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Figure 17 shows how the energy consumption of a laser printer at the small office changed with 

a remote control plug strip compared with the baseline case. 

Figure 17: Savings from Remote Control Plug Strip 

  

We estimated that by using a remote control plug strip with the laser printer we metered, the 

small office could save 27 kWh per year. The retail price of the remote control plug strip is about 

$35. The annual energy savings would therefore pay for the incremental cost in 9.6 years. Note 

that computer speakers were also affected by this measure but not metered. Therefore, to make 

this measure more cost‐effective, workstations with numerous peripherals should be targeted. It 

is important to understand that the energy savings from a remote control plug strip are entirely 

dependent on the user’s behavior. The user must be highly motivated and remember to use the 

remote to turn off the strip or this advanced plug strip will not yield savings.  

iii. Timer Plug Strips 

We installed two timer plug strips, one on a laser fax and a laser printer at the library and one 

on a workstation with a laser printer, computer monitor, calculator and computer speakers at 

the small office. Timer plug strips are good options for devices that do not need to draw power 

at night and on weekends.  

Interestingly, the timer plug strip reduced the electricity consumption of one workstation by 

43% at the small office and reduced the energy consumption of the inkjet printer by 37% at the 

library, but increased the electricity use of the laser fax machine by 133% at the library. Because 

the laser fax power management settings were set to put the device into a low power mode after 

240 minutes, the timer plug strip turned on the laser fax machine in the morning and put the 

device in an idle mode for 240 minutes before powering down the device to a low power mode 

(Figure 18). The laser fax was rarely used in the base case so the time in idle mode added 
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significant energy use. This shows the importance of setting aggressive power management 

settings (i.e., a short time period before powering down the device to a low power mode) when 

using a timer. The retail price of the installed timer plug strips was about $25. The annual 

energy savings at the small office will pay for the incremental cost in 1.2 years. 

Figure 18: Power Meter Data of Laser Fax with Timer Plug Strip 
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Figure 19: Savings from Digital Timer Plug Strips 

 

 

 

iv. Separate Programmable Timers 

In some cases, a separate programmable timer can be used to turn off individual devices that 

operate on a regular schedule. We installed and metered programmable timers on two laser 

multifunction devices, one at each site. The timer allowed the multifunction device to remain 

powered during business hours, but disconnected it after business hours. We estimated that 

programmable timers could save 61 kWh per year from the multifunction device at the library 
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and 14 kWh per year from the multifunction device at the small office (Figure 20). Savings were 

less than expected because the timer we installed drew 1.7 W continuously. Several models 

available on the market today draw less than 1 W. No complaints or loss of functionality were 

reported for these two heavily used devices.  

The retail price of this programmable timer was about $20. Thus the annual energy savings will 

pay for the incremental cost in about 2.5 years at the library, and about 10.5 years at the small 

office. Note that there are less expensive timers on the market today, and one should expect to 

pay about $8 for the timer and therefore realize a reduced payback period.  

The participants at both sites did not notice the presence of the timer plug strips or the timers.  

Therefore, we can conclude that they did not interfere with the way they normally use their 

electronic devices. A timer may also yield significant savings for coffee makers, which need to 

be active for only short periods of time. 

Figure 20: Savings from Installing a Timer on a Multifunction Device 

 



 

40 

 

 

 

3.2.2 Software Strategies 
Offices can also use software strategies to reduce hardware power consumption. 

3.2.2.1 Enable Power Management Settings for Computers, Monitors and Imaging Equipment 
A no‐cost approach to save energy is simply to set aggressive power management settings on 

all computers, monitors and imaging equipment. Power management settings automatically 

place computer, monitors and imaging equipment into a low‐power mode after a period of 

inactivity thereby reducing energy use significantly. For example, we worked with the IT 

administrator at the library to make existing power management settings more stringent on one 

printer (powering down the printer after 1 minute of inactivity instead of 30 minutes), which 

resulted in an energy savings of 20% or 41 kWh per year per printer (Figure 21).  No complaints 

about additional warm‐up time or feedback on the changes were reported for this heavily used 

piece of equipment. 

Despite the fact that most desktops have the capability to shift to low power state after a period 

of inactivity, only a small fraction of those computers actually do so. We found that 40% of staff 

computers at the library and 62% of computer at the small office remained in idle or active for 

significant amounts of time after business hours and on weekends. We worked with the IT 

administrator at the library to enable existing power management settings on one computer, but 

weren’t successful because the group policy settings for the staff computers at the library over‐

rode the changes we made.  
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We worked with the IT administrator at the small office to enable existing power management 

settings on desktop computers. The IT administrator was reluctant to do so because some staff 

access their computers remotely (e.g., through virtual private network (VPN)). Further research 

indicated that there are ways to address this barrier.  One approach discussed in more details in 

the next section is global control of power management settings in the computers of an 

enterprise (e.g. Verdiem). Another way is Wake‐on‐LAN (WOL). In 1995, Advanced Micro 

Devices (AMD) developed a packet‐based method called Magic Packet or Wake‐on‐LAN 

(WOL) for waking up a networked computer through its network interface controller 

(Gunaratne et al. 2005). However, WOL only works within a local region of the network 

(subnet) and requires other devices to know WOL is active and then send a “magic packet” to 

wake the sleeping computer. As a result, WOL technology never achieved its intended market 

penetration and savings. A promising alternative to WOL is a network connection proxy, which 

works by encapsulating the intelligence for maintaining network presence in an entity other 

than the operating system and applications running in the system CPU (See Nordman and 

Christensen, 2009). To the network, the computer appears to be on and ready to receive 

information. When a packet is sent to the computer, it goes through the proxy, which decides to 

reply, ignore, or wake up the computer to respond, depending on the content.  

According to ENERGY STAR, computer power management typically reduces computer energy 

consumption by half.15  We estimated that by enabling computer power management settings, 

the library and the small office could save respectively 143 kWh and 210 kWh per computer per 

year in electricity use. This is a no‐cost energy savings strategy and numerous utilities include 

computer power management information and incentives as a component of their commercial 

energy efficiency or demand side management programs. 

                                                      

 

15 For more information on computer power management, see: 

http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_manage_reps 
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Figure 21: Savings from Setting More Aggressive Power Management Settings on One 

Printer 

 

 

3.2.2.2 Calculated Savings from Network Software Solutions 
Low‐cost or free network‐based power‐management software packages that allow IT managers 

to centrally control power to devices during nights and weekends are also available from 

companies such as Verdiem, 1E WakeUp and many others.16 Although we did not test these 

software solutions in the field for a variety of reasons, we calculated that by using these types of 

software programs, businesses could save 143 kWh and 210 kWh per inefficient computer per 

year at the library and the small office, respectively. This has been proven to be very cost 

effective in various other locations around the country.  If we assume that the network‐based 

power‐management software costs $8 to $15 per computer, annual savings would pay for the 

installation cost in less than a year (personal communication with Kent Dunn on April 15, 2011).  

3.2.2.3 Adjust Brightness Settings of Computer Monitors 
Adjusting a computer monitorʹs luminance affects the amount of light emitted by its backlight. 

This setting has the biggest impact on a monitor’s energy consumption. Note also that higher 

screen luminance, particularly in a dark room environment, does not necessarily yield higher 

display quality or better performance.17 In particular situations, reducing brightness can 

actually improve performance and energy efficiency in parallel.  

                                                      

 

16 See: http://www.energystar.gov/index.cfm?c=power_mgt.pr_power_mgt_comm_packages 

17 http://www.cinemaquestinc.com/ive.htm 
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We turned down the brightness settings on four computer monitors (two at each site) to a lower 

but still comfortable setting for each user, and saved energy in 3 of the 4 tests (Figure 22). 

Savings are dependent on the user’s behavior and preferences as well as the room light 

conditions. For example, in case #1 at the small office, the user changed the settings back to 100 

(maximum brightness) in the middle of the metering period because his working environment 

was very bright and he expressed difficulty in using a dimmer screen (set to 40). The highest 

savings were obtained in case #2 at the small office, in a darker room with no natural light. The 

number of windows and overall brightness of a room can play a large role in the effectiveness 

of reducing brightness settings.  

Figure 22: Savings from Adjusting Monitor Brightness Settings 
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3.2.3 Occupant Behavior Measures 
One poorly understood factor in reducing energy use in buildings is the role of occupants. This 

is especially true with plug loads where much of the consumption is determined by user 

behavior.   

The simplest and least expensive way to reduce power consumption is to manually unplug and 

turn off devices when they are not in use, and increase use of power management settings. 

Many methods may be used to inform staff about ways to conserve energy, such as emails, 

calendar reminders, posters, trainings and staff meetings.  

We tested the effectiveness of the following behavioral measures: posters, energy use feedback 

monitors and Microsoft Outlook calendar reminders to prompt office occupants to turn off 

devices when not in use. We provided one user at the small office with an energy report with 

action steps to reduce desktop computer energy consumption (Appendix E), and installed two 

energy use feedback monitors that measure power use in real time (see Figure 24). We sent 

Outlook calendar reminders with action steps to reduce computer energy consumption to four 

users at the small office.  Finally, we posted a sign beside one printer in the production room of 

the small office that said:  

ʺLet’s give our printer an energy break. When printers are turned on, they’re using significant 

amounts of energy, even when they’re not in use at night and on weekends. So let’s work 

together to turn our printer OFF after business hours. By doing this, we can reduce electricity 

use by more than half!” 

Calendar Reminders 

Our metered data show that the overall impact of Outlook reminders was positive (on average 

reduced energy consumption per device by 6%), but ranged significantly among users (Figure 
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23).  It is difficult to prove, however, that these savings would persist over time given their 

reliance on users taking a specific action.  

Figure 23: Savings from Outlook Reminders to Educate Office Occupants about the 

Importance of Turning off Computers When Not in Use 

 

Energy Use Feedback Monitors 

Our findings show that providing simple, easy to understand real‐time feedback to users on 

their energy consumption can affect behavior and reduce energy consumption. Using an energy 

use feedback monitoring device saved 51% of electricity use per workstation or 200 kWh per 

year at the library and 31% or 35 kWh per year per workstation at the small office.  Most 

savings were associated with shutting off the computer when not in the office at the library and 

with shutting off the computer speakers and the desktop computer in the small office. But the 

question is now: would these savings persist after one month? More research is needed to 

understand the persistence of these savings over time. The retail price of the feedback 

monitoring device is about $29. Annual energy savings will pay for the incremental cost in 1.1 

years at the library, and about 6 years at the small office. Note that a printer and a desk lamp 

were also monitored by the feedback monitoring device at the library, but weren’t metered. 

Thus all savings weren’t taken into account and the feedback monitoring device’s payback 

period is likely to be even shorter at the library. The participant at the library indicated that he 

looked at the feedback device frequently and was very conscious of his power usage as a result.  

It also made him very aware of turning off everything at the end of his work day. 
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Figure 24: Belkin Feedback Energy Use Monitor 

 
Source: Retrieved from: http://www.amazon.com/Belkin‐Conserve‐Insight‐F7C005q‐Energy‐

Use/dp/B003P2UMP8/ref=pd_sim_e_3 

Figure 25:  Savings from Feedback Monitoring Devices 
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3.2.3.1 Energy Awareness Poster 
We posted a sign beside one multifunction device in the production room of the small office to 

encourage users  to  turn off  the device after business hours and on weekends, and  installed a 

remote control plug strip allowing users to turn off the multifunction device because its on/off 

switch was not readily accessible (Figure 26).   

The meter data indicated that the office occupants did not use the remote control to shut off the 

multifunction device. Many participants indicated that this strategy could be successful if 

accompanied with educational material and discussed during staff meetings. A significant 

number of participants didn’t want to turn off the device in case someone else was still in the 

office. Other participants mentioned that the design of the Belkin remote control plug strip 

could be improved by using the words “on” and “off” on the remote control to indicate that the 

control activates or deactivates the device instead of the universal power on (1) symbol and the 

power off (0) symbol (Figure 26). 

Figure 26: Belkin Conserve Remote Control 
 

 

Source: www.belkin.com 
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3.2.3.2 Energy Report 
We provided one user with an energy report (Appendix E) with action steps to reduce desktop 

computer energy consumption thereby reducing that person’s computer energy use by 57%. 

Most of the savings were associated with enabling the power management features of the 

computer.  

Figure 27: Savings from Energy Report  

 

3.2.4 Combination of Measures 
In some cases, we tested a combination of measures. At the small office, we replaced a desktop 

computer that was occasionally used by interns but never powered down with an Asus EeeBox 

computer, a micro‐sized desktop with basic functionality and ultra‐low power use (Figure 28). 

We also enabled power management settings on the newly installed micro‐sized desktop.18 By 

using this combination of measures, we saved 95% of the electricity that the inefficient 

computer used, or 462 kWh per year (Figure 29).  

The retail price of an Asus EeeBox computer is $385, which is comparable to a conventional 

desktop computer. Participants didn’t notice any performance issues and commented that they 

                                                      

 

18 For Asus EeeBox technical specification, see: 

http://event.asus.com/eeepc/microsites/eeebox/en/specifications.html 
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were very satisfied with the replacement. Such computers are by no means intended to replace 

all desktop applications in an office, but desktop computers that are employed for only 

relatively straightforward tasks like email, word processing, and internet browsing, could be 

easily replaced with much less powerful computers. This strategy could be very effective in 

kiosk computing applications such as the public library computer stations limited to use of the 

library catalog and research databases.  

Figure 28: Asus EeeBox Computer 

 
Source: Retrieved from: http://event.asus.com/eeepc/microsites/eeebox/en/index.html 
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Figure 29:  Savings from Replacing One Desktop Computer with One EeeBox Mini Desktop 

Computer and Enabling Power Management Settings 

 

3.2.5 Analysis of Unchanged Plug Loads 
Energy savings can be difficult to quantify given the different factors that affect energy 

consumption. For example, was the reduced energy from a computer upgraded for Phase 2 

metering solely the result of the upgrade, or was there an additional variable, like a change in 

the workload, that contributed to the apparent savings? In an effort to minimize the impacts of 

these unknown variables, we analyzed Phase 1 and Phase 2 data for the unchanged group of 

plug loads.  

For each device, we compared the same number of work days and non‐work days over the 

course of one month (31 days). We compared the results obtained from the affected plug loads 

against the results obtained with the unchanged plug loads. As mentioned previously, the 

energy consumption of the unchanged plug loads was not influenced by the energy‐savings 

measures we implemented. The analysis of the unchanged plug loads helped ensure that the 

measured impact on affected plug loads was solely due to the energy efficiency measures being 

evaluated. 

Our results showed that the energy consumption of unchanged plug loads was 4% higher in 

Phase 1 than it was in Phase 2 at the library. Without intervention, we can assume that affected 

plug loads would have followed the same trend (i.e. increase by 4%); however, the energy 

consumption of affected plug loads decreased by 17%, resulting in a total decrease of 21%.  
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Figure 30: Summary of Measured Plug Load Energy Savings at the Library 

 

In the small office, the energy consumption of unchanged plug loads was 10% higher during 

Phase 2 than it was in Phase 1, while the energy consumption of affected plug loads decreased 

by 46%. We can therefore conclude that the observed impact is due to the energy savings 

strategies we implemented and not to other factors which would have affected all plug loads.  
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Figure 31: Summary of Measured Plug Load Energy Savings at the Small Office 

 

3.3 Summary of Plug Load Energy Savings Opportunities per Site 
We extrapolated the device‐level findings in Section B to determine the energy savings if each of 

the evaluated measures were implemented on all devices that could affected by that measure 

(Table 8). Note that many of these energy‐savings measures overlap. Thus, savings associated 

with each individual measures cannot simply be added up to get the overall savings 

opportunities for each site. For example, we evaluated savings from multiple types of advanced 

plug strips and timers, but in reality only one type of advanced plug strip would be utilized at 

each workstation. Therefore, only the savings from one implemented measure could be 

realized. 

We developed a simple, realistic scenario for the library using the extrapolated findings in Table 

8, removed all instances where savings from different measures overlapped, and estimated that 

more than 12,270 kWh per year could be saved by using no‐cost and low‐cost energy savings 

strategies (see assumptions in Table 6). Similarly, by using a simple, realistic scenario at the 

small office we estimated that 5,180 kWh per year could be saved by using no‐cost and low‐cost 

energy savings strategies (see assumptions in Table 7). When the library and the small office are 

ready to upgrade some equipment, cost‐effective savings could be achieved by replacing some 

desktop computers with a micro‐sized desktop and by replacing computer monitors and 

imaging equipment with best‐in‐class models.  
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Table 6: Recommended Actions to Reduce Plug Load Energy Use at the Library 

  Recommended Actions to Reduce Plug Load Energy Use at 
the Library 

Estimated Savings 
(kWh per year) 

No‐cost 
Measures 

 Inform staff about ways to reduce plug load energy 
consumption 

Unplug devices not needed (e.g. inventoried old cash register 
not being used) and only operate devices when they are 
needed. We found that sending Outlook calendar reminders 
that encourage employees to turn off their equipment at night 
and on weekends could reduce desktop computer electricity 
use by 6% on average. 

850 

 Select the most efficient devices when purchasing new 
devices and size them appropriately.  

It is important to do so with large energy users, including 
desktop computers, computer monitors, imaging equipment, 
televisions and vending machines. 

When the library is ready to upgrade some equipment, cost‐
effective savings could be achieved by replacing desktop 
computers with a micro‐sized desktop. If we assume that 20% 
of all desktop computers at the public library can be replaced 
by a micro‐sized desktop, they could save more than 8,520 
kWh in electricity per year. Replacing the remaining 80% of 
desktop computers with best‐in‐class models could save 
31,600 kWh per year. Replacing all computer monitors and 
imaging equipment would save 5,700 kWh per year and 5,200 
kWh per year, respectively. 

Up to 51,020 if the 
library is ready to 

replace all desktop 
computers,  

computer monitors 
and imaging 
equipment 

 Enable existing computer power management settings or 
use a low‐cost centralized power management software 
for staff and non‐public area desktop computers. 

The public‐area desktop computers were automatically turned 
off by the library at nights and on weekends, but not the staff 
and other non‐public area desktop computers. We found that 
40% of staff and other non‐public area desktops computers 
were running in idle or active mode at nights and on 
weekends. We estimated that setting aggressive computer 
power management settings on these computers or using a 
centralized power management solution to control them 
could save 5,540 kWh per year. 

 Set aggressive power management settings on all imaging 
equipment 

Setting aggressive power management settings to be as 
aggressive as possible (i.e., set the time delay prior to 
powering down to a lower power mode as short as possible) 
on all imaging equipment could save about 1,400 kWh per 
year or 2% of studied plug load electricity consumption at the 
library. 

 Adjust the brightness settings of all computer monitors to 

8,440 
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  Recommended Actions to Reduce Plug Load Energy Use at 
the Library 

Estimated Savings 
(kWh per year) 

a lower but still comfortable level for each user 

This could save up to 1,500 kWh per year. 

Low‐cost 
Measures 

 Use external control devices for imaging equipment and 
computer peripherals 

Imaging equipment and computer peripherals without built‐in 
power management settings can still be power managed using 
control devices. Using timers and timer plug strips on all 
imaging equipment could save up to 2,980 kWh per year in 
electricity. They are good options to control devices with 
regular schedules. Alternatively, load‐sensor plug strips are 
easy, low‐cost measures to eliminate the energy used by 
often‐forgotten computer peripherals at each workstation. 
Note however that savings will only be achieved if the 
computer is powered down by the user or automatically at 
night and on weekends. 

2,980 

 Replace energy hogs not fully depreciated.  

In some cases, it may be cost‐effective to replace them 
immediately. 

 

 

Table 7: Recommended Actions to Reduce Plug Load Energy Use at the Small Office 

  Recommended Actions to Reduce Plug Load Energy Use at 
the Small Office 

Estimated Savings 
(kWh per year) 

No‐cost 
Measures 

 Inform staff about ways to reduce plug load energy 
consumption  

Unplug devices not needed (e.g. inventoried old cash register 
not being used) and only operate devices when they are 
needed. We found that sending Outlook calendar reminders 
that encourage employees to turn off their equipment at night 
and on weekends could reduce desktop computer electricity 
use by 6% on average.  We therefore assumed that the small 
office could save at least 540 kWh per year with simple 
behavioral measures. 

540 

 Select the most efficient devices when purchasing new 
devices and size them appropriately.  

 It is most important to do so with large energy users, 
including desktop computers, computer monitors, printers 
and MFDs. When the small office is ready to upgrade some 
equipment, cost‐effectives savings could be achieved by 
replacing desktop computers with a micro‐sized desktops. If 
we assume that 10% of the computers can be replaced by a 
micro‐sized desktop, this office could save almost 860 kWh 
per year. Replacing the remaining 90% of desktop computers 

Up to 10,010 if 
ready to replace all 
desktop computers,  
computer monitors 

and imaging 
equipment 
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  Recommended Actions to Reduce Plug Load Energy Use at 
the Small Office 

Estimated Savings 
(kWh per year) 

with best‐in‐class models could save 7,150 kWh per year. 
Replacing all computer monitors and imaging equipment 
would save 500 kWh per year and 1,500 kWh per year, 
respectively.  

 Enable existing computer power management settings or 
use a low‐cost centralized power management software 
for staff and non‐public area desktop computers. 

Proper use of computer power management settings presents 
the most savings potential. We estimate that the small office 
could save 3,270 kWh of electricity per year. Alternatively, 
similar savings can be achieved using low‐cost or free 
network‐based power‐management software packages that 
allow IT managers to centrally control power to devices during 
nights and weekends. These software solutions have been 
proven to be very effective at other locations. 

 Set aggressive power management settings on all imaging 
equipment 

Setting power management settings to be as aggressive as 
possible (i.e., set the time delay prior to powering down to a 
lower power mode as short as possible) on all imaging 
equipment could save about 390 kWh per year, total. 

 Adjust the brightness settings of all computer monitors to 
a lower but still comfortable level for each user  

This could save 140 kWh per year. 

3,800 

Low‐cost 
Measures 

 Use external control devices for imaging equipment and 
computer peripherals 

Alternatively, imaging equipment without power management 
settings can still be power managed using control devices. 
Using timers and timer plug strips on all imaging equipment 
could save 810 kWh per year in electricity. They are good 
options to control devices with regular schedules. 
Alternatively, load‐sensor plug strips are easy, low‐cost 
measures to eliminate the energy used by often‐forgotten 
computer peripherals at each workstation. Note however that 
savings will only be achieved if the computer is powered down 
by the user or automatically. 

840 

 Replace energy hogs not fully depreciated.  

In some cases, it may be cost‐effective to replace them 
immediately. 
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Table 8: Summary Plug Load Energy Savings Opportunities by Individual Strategy 

Strategies  Inventoried Devices  Opportunity  Measured 
Savings 

Opportunity 
per Device 
Type(s) (%)1 

Total Estimated  
Savings (kWh/year)2 

Library  Small 
Office 

Library  Small 
Office 

Library  Small 
Office 

Replace existing 
monitors with 
comparable best‐
in‐class models 

218  33  100%  100%  43%  5,703  497 

Replace existing 
monitors with 
comparable best‐
in‐class models 
with ABC 

218  33  100%  100%  37%‐50%  4,907‐
6,631 

427‐578 

Replace 
inefficient MDFs, 
mailing 
machines, and 
laser and inkjet 
printers, with 
comparable best‐
in‐class models 

40  15  100%  100%  79%  Small 
Office3 

74%  
Library3 

5,236  1,532 

Replace existing 
desktop 
computer with 
comparable best‐
in‐class models 

203  37  100%  100%  88%4  39,479  7,945 

Replace desktop 
computers by 
mini‐desktops 
and enabled PM 

203  37  20%4  10%4  95%  16,199  1,002 

Load sensor plug 
strip with 
computer laser 
and computer 
speakers 

17 
computers 
speakers/ 
28 laser 
printers/ 
82 private 
monitors 

 

20 
computer 
speakers 
9 laser 
printers 

33 
monitors 

8/17 of 
computer 
speakers  
11/28 of 
laser 

printers 
11/82 

monitors 

15% of 
computer 
speakers 

3/9 of laser 
printers5 

3/33 
monitors 

 

46% 1,056  211

 Install remote 
control plug strip 
with laser printer 

12 private 
laser 

printers 

9 laser 
printers 

 

11/12 of 
private 
laser 
printer 

5/9 of laser 
printers 

55%  871  127 
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Strategies  Inventoried Devices  Opportunity  Measured 
Savings 

Opportunity 
per Device 
Type(s) (%)1 

Total Estimated  
Savings (kWh/year)2 

Library  Small 
Office 

Library  Small 
Office 

Library  Small 
Office 

Load sensor plug 
strip with laser 
printer and 
computer 
monitor  in public 
space of library 

16 public 
laser 

printers 
136 public 
monitors 

n/a  100% 
public laser 
printers 

16/136 
monitors 

n/a 14% 479  n/a

Use timer plug 
strip with 
computer 
peripherals and 
laser printers 

 
17 

computer 
speakers 
28 laser 
printers 
82 private 
monitors 

 

6 
calculator

s 
20 

computer 
speakers 
9 laser 
printers 

33 
monitors 

8/17 of 
computer 
speakers  
11/28 of 
laser 

printers 
11/82 

monitors 

3/9 of laser 
printers 
3/33 of 
monitors 
5/20 

computer 
speakers 
and 5/6 

calculators 

43% 987  259

Use timer plug 
strip and timers 
with  imaging 
equipment 

5 laser 
MFD 

28 laser 
printers 
5 Inkjet 
printers 
2 laser fax 

9 laser 
printers 
1 mailing 
machine 
4 Laser 
MFD 

1 Solid Ink 
MFD 

100%
imaging 

equipment
 

63% laser 
printer 
100%  
mailing 
machine, 
laser MFD 
and solid 
ink MFD 

10%‐36% 708‐2540  161‐581

Enable power 
management 
settings for 
computer power 
management 
settings or install 
centralized 
software method  

203  37  13%  62%  50% per 
inefficient 
computer 

5,542  3,269 

Enable more 
aggressive power 
management 
settings for  
imaging 
equipment 

5 laser 
MFD 

27 laser 
printers 

5 Inkjet 
printers 

2 laser fax 

9 laser 
printers 
1 mailing 
machine 
4 laser 
MFD 

1 solid Ink 
MFD 

100%  100%  20%  1,417  388 
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Strategies  Inventoried Devices  Opportunity  Measured 
Savings 

Opportunity 
per Device 
Type(s) (%)1 

Total Estimated  
Savings (kWh/year)2 

Library  Small 
Office 

Library  Small 
Office 

Library  Small 
Office 

Adjust brightness 
settings of 
computer 
monitors 

218  33  100%  100%  12%  1,517  139 

Outlook 
reminders to 
encourage 
manually unplug 
computers   

203  37  64/203  100%  6%  848  542 

1 Savings opportunities are based on measured savings, except in a few cases where we used assumptions from 
previous commercial studies.  

2 To determine the “Total Estimated Savings”, we multiplied the number of inventoried devices by the measured 
average energy consumption for each device type (Table 1 and Table 2), the opportunity percentage or the 
percentage of total inventoried devices that could be affected by this measure, and the measured savings 
opportunity per device type (%).   
3 We used a weighted average of estimated savings opportunities based in inventoried imaging equipment (Table 
5). 
4 Such computers are by no means intended to replace all desktop applications in an office, but desktop computers 
that are only employed for relatively straightforward tasks like email, word processing, and internet browsing, 
could be easily replaced with much less powerful computers. 
5 Load‐sensor plug strips can only be installed on printers connected to an individual computer.  Also, savings will 
only be achieved if the computer is powered down by the user or automatically at night and on weekends. 
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4.0 Conclusions and Next Steps 
We estimated that the plug loads we studied (mainly office equipment) used 66,300 kWh or 0.7 

kWh/ft2 per year at the public library and 13,100 kWh or 0.94 kWh/ ft2 per year at the small 

office. These estimates are significantly lower than findings by the most recent CEUS report — 

2.19 kWh/ft2 in small offices (Itron Inc., 2006). However, both buildings we investigated were 

LEED certified, had lower‐than‐average densities of office equipment, and were occupied by 

businesses that typically purchased more efficient equipment than average and used it 

efficiently.  

The results of this study show that it is possible to make significant reductions in high 

performance buildings’ plug load energy use. At the small office, we installed measures on 24 

devices and were able to reduce the energy consumption of affected plug loads by 46%. At the 

library, we installed measures on 15 devices and were able to reduce energy consumption of 

affected plug loads by 17%.  

Extrapolating these findings to estimate potential energy savings for a realistic scenario at each 

site, we found that low and no‐cost energy savings strategies could save about 12, 270 kWh per 

year at the library (19% of total studied plug load energy use) and about 5,180 kWh at the small 

office (40% of studied plug load energy use) (Figure 32 and Figure 33, respectively).  

When the library and the small office are ready to upgrade equipment, additional savings could 

be achieved by replacing those desktop computers that do not require large memories or 

processor speeds with micro‐sized desktops and by replacing other desktop computers, 

monitors and imaging equipment with highly efficient models (Figure 32 and Figure 33, 

respectively). We found that the absolute cost of purchasing new office equipment is typically 

large compared to the dollar value of the annual energy savings, but that there is little to no 

incremental cost for highly efficient models at the end of the procurement cycle and planned 

stock turnover rate. In some cases, the additional costs for purchasing new equipment before 

the end of the procurement cycle can be recovered from energy savings over the expected life of 

the equipment. Each device needs to be evaluated individually.  
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Figure 32: Summary of Savings Findings at the Library 
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Figure 33: Summary of Savings Findings at the Small Office 

 

Energy savings opportunities on a per square foot basis were higher in the small office because 

the library already automatically powers down desktop computers in the public area. Also, we 

found that, because of the size and the public nature of the building, capturing energy savings 

opportunities presented more time and effort at the library. 

4.1 Energy Savings Opportunities by End Use 
4.1.1 Desktop Computers 
Desktop computers are the largest studied plug loads at both sites representing 68% and 69% of 

the studied plug load energy use at the library and the small office, respectively. Hardware 

upgrades, software settings and behavior change all appear to be promising strategies for 

reducing energy consumption in commercial computers. Many desktop computers metered 

were the same model, but their energy consumption ranged widely, indicating that differences 

in their energy consumption stemmed from variations in user behavior and power management 

settings (or lack thereof). We found that the primary opportunity for reducing computer energy 

use at both sites is to ensure power management settings are enabled.  

Enabling and proper programming of power management settings to maximize savings 

presents a significant savings opportunity, but barriers need to be addressed to capture savings, 

such as a lack of user information and education, and conflicting practices with existing IT 

management policies. Software packages that allow IT managers to centrally control power to 

devices during nights and weekends are also available from companies such as Verdiem, 1E 
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WakeUp, and many others. Although deploying these software solutions was not part of the 

scope of this study, we estimated that by using software solutions 5,540 kWh and 3,270 kWh 

could be saved per year at the library and the small office respectively.    

Behavioral measures—such as sending Outlook reminders encouraging employees to turn off 

their computers at night and on weekends—are worthy of consideration. However, given the 

timeframe of this study, we are not able to prove that these savings would persist because they 

rely on users continuing to take a specific action. 

Finally, as with many electronic devices, we achieved significant savings by replacing (or 

estimating the replacement of) existing computers for highly efficient computers. For example, 

we reduced electricity use of an occasionally used, inefficient desktop by 95 % by replacing it 

with a micro‐sized desktop with basic functionality, ultra‐low power use, and power 

management settings enabled. Such computers are not intended to replace all desktop 

applications in an office, but desktop computers employed for relatively straightforward tasks 

like email, word processing, and internet browsing are suitable for this strategy.  

4.1.2 Computer Monitors 
The computer monitors we measured typically consumed somewhat more electricity per year 

than the most efficient models available today. In contrast to desktop computers, the majority of 

the monitors were in standby mode or off mode after business hours and on weekends at both 

sites, suggesting that power management settings were enabled on most monitors, or that users 

are accustomed to routinely turning their monitors off at the end of the day. Standby power of 

monitors metered in this study was typically less than 2 W. The key monitor savings 

opportunities at both sites were upgrading equipment to more efficient models, and adjusting 

the brightness settings on existing monitors based on light levels in the rooms. 

4.1.3 Imaging Equipment and Computer Peripherals 
We found that most imaging equipment and computer peripherals such as computer speakers 

were used rarely but drew power continuously when not in use. The solid ink MFD we metered 

consumed significantly more energy than other devices. Its energy consumption alone 

accounted for 6% of total studied plug load energy use at the small office, and nearly 40% of the 

electricity used by all imaging equipment at that site. 

Programming power management settings to be as aggressive as possible (i.e. set the time delay 

prior to powering down to a lower power mode as short as possible) presents an important 

savings opportunity. However, printers without power management settings can still be power‐

managed using an external control device. Although the savings associated with load‐sensor 

plug strips ranged widely and were depended on the users’ behavior, these add‐on devices are 

an easy, low‐cost measure to eliminate the energy used by often‐forgotten computer peripherals 

and imaging equipment. Note however that savings on the peripheral devices will only be 

achieved if the computer or other primary control device is powered down by the user or 

automatically. The timers and timer plug strips were more effective; they were unnoticed by the 

participants and yielded savings of up to 43% per workstation, making them good options to 

control imaging equipment that is rarely used outside of normal business hours.  
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4.1.4 Miscellaneous Plug Loads 
We found that some miscellaneous plug loads such as projectors, coffee makers, and vending 

machines were not very numerous, but many of these devices consumed a significant amount 

of energy and did not appear to scale power consumption effectively to usage.   

We inventoried a significant number of space heaters in this study. In the winter, space heaters 

are likely to be important energy users. To discourage employees from using personal space 

heaters, the HVAC system should be maintained so that it provides adequate and evenly 

distributed heat throughout the office.  Nevertheless, it can be challenging to maintain the 

desired temperature for all employees in all parts of a commercial building at all times, given 

the very wide range of user temperature preferences, heat gain or loss from windows, and 

proximity to vents and thermostats observed in the different seating areas of a typical office 

building.  If the findings of recent automotive research are any guide, it may prove more energy 

efficient to heat or cool the seat in which individuals are sitting than the air around them, given 

how readily the air circulates from one cubicle space to another in open floor plans.19   

A sustained focus on commercial building shell, HVAC, water heating and hard‐wired lighting 

efficiency measures in building codes and utility programs has produced remarkable results 

over the past 30 years. As California marches toward broader requirements for zero net energy 

commercial buildings, policy makers and utility companies will need to exploit every cost 

effective opportunity for office plug load energy reduction. Plug loads represent the segment of 

commercial building energy consumption that has continued to increase, even as efficiency 

policies and programs have steadily progressed toward reducing other types of loads. Plug 

loads will place the greatest burden on buildings’ solar energy systems once the building shell, 

HVAC, water heating, and hard‐wired lighting systems have complied with ever‐more 

stringent building code requirements. 

 The following policy and program‐related observations have emerged from this research: 

• Power management of existing equipment. As a component of their commercial energy 

efficiency or demand side management programs, utility companies should consider 

including information or incentives for computer and imaging equipment power 

management. Recent studies of plug loads in commercial office buildings confirm that 

most office equipment has at least some power management capability. Whether or not 

that capability is enabled by default, however, varies widely. Power management is 

routinely disabled accidentally or intentionally in office computers and imaging 

equipment, perhaps to improve convenience and reduce latency. In our study, 62% of 

desktop computers at the small office and 40% of staff (non‐public) computers at the 

                                                      

 

19 See: http://blogs.edmunds.com/strategies/2006/09/keep‐your‐cooland‐perhaps‐save‐some‐gas.html  and 

http://www.sciencedaily.com/videos/2006/0901‐cool_car.htm 
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library did not have power management enabled.  Surprisingly, evening and weekend 

plug load power consumption is often as much as 70% of the consumption during 

weekday working hours, even when building occupants are highly motivated to save 

energy and reduce resource consumption. Power management features may be enabled 

in many different ways, including by a number of commercial network‐based power 

management software packages that allow IT managers to centrally control power to 

devices or by manually activating features on individual computers. Manufacturers 

sometime ship equipment with power management settings enabled; however, these 

default settings do not typically maximize savings.  

• Advanced plug strips and timers to control legacy equipment. Another utility program 

opportunity is promotion of, and rebates for, advanced plug strips and timers to control 

legacy equipment. Our findings showed that timer and timer plug strips were unnoticed 

by the participants and reduced electricity use significantly, making them good options 

to control devices with regular schedules. Although the savings are dependent on user 

behavior, load‐sensors can significantly reduce energy consumption by eliminating the 

energy used by often‐forgotten computer peripherals. For a workstation with several 

peripherals, the energy cost saved by using a load sensor is likely to offset the cost of 

purchasing and installing the plug stip. 

• Title 20 standards for office electronics. Based on our results, we prioritize products for 

which new mandatory standards or voluntary specifications would yield significant 

energy savings, such as imaging equipment. It may also be worth considering standards 

for miscellaneous plug loads such as conference‐mounted projectors and mailing 

machines, which consume a significant amount of energy per‐device and do not appear 

to scale power to usage effectively.  

• Power scaling in energy efficiency specifications. Power scaling, in which a product 

dynamically and proportionally varies its power consumption as its workload changes, 

can reduce power consumption significantly and thus change how energy efficiency 

specifications are developed and implemented. Not only can wattage limits be specified 

for standby, sleep, and idle modes for various electronic products, for example, but 

policymakers could also consider introducing latency and performance considerations. 

For example:  

 How many minutes can elapse between when no activity occurs with a device 

and when it drops into a sleep mode? 

 How rapidly must a product return from sleep mode to idle mode? 

 By what percentage must the power consumption drop between active or 

maximum performance mode and idle mode? 

 To what extent can products be expected to maintain minimal network 

connectivity during sleep or hibernate modes?   
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• Plug load peak power density requirement in Title 24 Standards. Title 24 should 

consider a requirement for plug load peak power density. Limitations on allowable plug 

load density would, in turn, allow building engineers to reduce air conditioning 

capacity, saving on the capital cost of HVAC equipment and its subsequent operating 

cost.  

• Targeted procurement of highly efficient products. Simply specifying ENERGY STAR 

no longer yields compelling energy savings for many categories of office equipment, 

because of the large number of qualifying models. Utilities should encourage their 

commercial customers to utilize the TopTen USA lists for computers and monitors 

instead, which are updated dynamically to always highlight the most efficient models 

on the market (see www.toptenusa.org).   

• Education and awareness campaigns for staff about efficient behaviors and usage 

patterns. Broad‐based education and awareness programs to inform staff about efficient 

behaviors and measures should be implemented to exploit low and no‐cost energy 

savings opportunities. This research documented the significant energy savings 

available using a range of low and no‐cost measures. Unfortunately, limited awareness 

of these opportunities has resulted in minimal market penetration.  

4.1.5 Further Research 
The findings of this study highlighted the following research needs: 

 

• Servers and server closets. In this study, we chose to focus primarily on the energy 

consumption and savings opportunities in office equipment. One important and 

growing end use that warrants further investigation is servers and server closets. Energy 

use of server closets is growing, but little documentation of server closet energy use is 

available. Servers require special consideration when metering due to the critical 

operations they perform and the associated liability and risks.  

• Definition and standardization. Different researchers have categorized plug loads 

differently, making comparisons of total energy use between studies challenging or 

impossible. To clarify definitions so that future studies may be compared, a universal 

plug load taxonomy that can be expanded to include new devices and technologies as 

they come to market should be updated and maintained.  

• Demand impact. The load profiles for most plug load devices are still poorly 

understood. Thus, there is need to explore load duration curves of key plug load devices 

in different regions and building types.  

• Incremental cost. In this study, we found that the absolute cost of purchasing new office 

equipment is typically large compared to the dollar value of the annual energy savings, 

but that there is little to no incremental cost for highly efficient models at the time of 

purchase. But in order to develop the business case to address plug loads and get buy‐in 

from all parties, further research needs to be conducted to estimate the incremental cost 

of each measure evaluated.  
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• Technology and Equipment. Future studies should include the following promising 

technologies and equipment: 

 Micro‐sized computers with basic functionality and ultra‐low power use 

 Proxying for computer power management  

 Feedback monitoring technologies 

 New technologies and equipment. There is a need for ongoing laboratory testing 

of new technologies and equipment to determine the components that most 

heavily influence total energy use. 

• Behavior savings potential. Future research should explore the potential for plug load 

energy reduction through behavior measures. Building users play a critical but poorly 

understood and often overlooked role in the built environment. There is a large 

variation in electrical energy demand even in nominally similar buildings. Given the 

range of possible patterns of energy consumption, opportunities exist to improve energy 

efficiency through different types of behavioral strategies.  

• Market connections. The team shared the preliminary findings of this research at the 

2010 Behavioral, Energy and Climate Change and presented the final findings at the 

2011 National Rural Electric Cooperative Association’s (NRECA) Cooperative Research 

Network (CRN) Summit. In order to continue to connect the findings from this study 

with business owners, property managers, equipment manufacturers and distributors, 

contractors, utility companies, system designers, and others in the marketplace, we 

propose the following additional outreach efforts: 

 Develop 4‐page summary of research findings and lessons learned  

 Post summary pieces on major industry media and websites such as the 

California Energy Commission and Engage 360.  

 Create overview slides to help interested parties quickly visualize the key 

findings of this research 

 Develop “how to” guide on office plug load energy savings opportunities. This 

quick‐reference tool would make the findings of this study more accessible to a 

wider audience. 

 Share and integrate these findings into dashboard monitoring products  

Finally, researchers should leverage the methodology developed during this study. A study of 

this nature requires significant efforts to design the research plan, visit sites, install and remove 

meters, transfer and review the meter files, and analyzes the data. A follow‐on study scaled up 

to a larger sample size and longer duration could build upon the findings and lessons learned 

from this study, meter devices that haven’t been the focus of extended office field metering 

studies such as servers and televisions, and address the other gaps we identified above.  
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Appendix A:  Additional Device Data 

Table 9: Number of Devices Inventoried and Metered at the Library 

Product Name  Number of 
Surveyed Items 

Number of Metered 
Items  (Time Series) 

Number of 
Metered Items 
(Spot Metering) 

Computer, desktop   203  16  0 

Computer, integrated‐LCD   1  0  0 

Computer display, LCD   218  16  0 

Multifunction device, laser   5  2  1 

Printer, inkjet   5  1  0 

Printer, laser   28  7  0 

Printer, Thermal  3  0  1 

Printer, Photo  1  0  0 

Fax, laser  2  1  0 

Computer Speakers  17  0  2 

Portable Stereo   2  0  0 

Television, LCD   4  0  1 

Television, plasma   2  0  1 

Refrigerator/Freezer  2  0  0 

Oven, microwave  2  0  0 

Fan Portable  9  0  0 

Space Heater  1  0  0 

Calculation Machine  5  0  0 

Toaster  1  0  0 

Pencil sharpener  10  0  2 

Shredder  1  0  1 

Lamp, Table/Desk Lamps  129  5  0 
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Product Name  Number of 
Surveyed Items 

Number of Metered 
Items  (Time Series) 

Number of 
Metered Items 
(Spot Metering) 

Cash register  2  0  1 

Barcode printer  1  0  0 

Payment Machine  3  0  1 

Change Machine  1  0  1 

CD Player  1  0  0 

CD/ Tape Recorder  2  0  1 

Equalizer, Audio  2  0  0 

DVD Player  1  0  0 

DVD Recorder  1  0  0 

Fountain, Indoor  1  0  0 

External Drive  1  0  0 

Kettle Electric  1  0  0 

Label printer  1  0  0 

Microfilm reader  1  0  0 

Microfilm viewer  2  0  0 

Microfilm scanner  1  0  0 

Printer, receipt size  11  0  2 

RFID Scanner  6  0  0 

Scanner, Flatbed  3  0  2 

Vending Machine, cold  1  0  1 

Vending Machine, room 
temperature 

1  0  0 

Vacuum, Rechargeable  1  0  0 

DVD/CD repair system  1  0  0 

Espresso Machine  1  0  0 

Laminate Machine  1  0  0 

Total  N=699  N=48  N=18 
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Table 10: Number of Devices Inventoried and Metered at the Small Office 

Product Name  Number of 
Surveyed Items 

Number of Metered 
Items (Time‐Series 

Data) 

Number of 
Metered Items 
(Spot Metering) 

Desktop Computer  37  13  0 

Computer display, LCD   33  13  0 

Solid Ink Multifunction 
Device 

1  1  0 

Laser Multifunction Device   4  1  0 

Laser Printer   9  5  0 

Computer Speakers  20  4  0 

Speakers, powered   1  0  0 

Ethernet Hub or Switch  2  0  0 

Stereo, portable   2  0  0 

Projector, video   1  1  0 

Television, LCD   2  0  0 

Television, plasma   0  0  0 

Battery charger, notebook  1  0  0 

Portable Stereo  1  0  0 

Table Radio  1  0  0 

Charger, Still Camera  2  0  0 

Phone, conference  4  0  0 

Phone, corded (powered)  1  0  0 

Phone, switchboard  3  0  0 

Phone, cordless  1  0  0 

Dishwasher  2  0  0 

Refrigerator/Freezer  2  0  0 

Oven, microwave  1  0  0 

Portable Fan   4  0  0 

Space Heater  7  1  0 
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Product Name  Number of 
Surveyed Items 

Number of Metered 
Items (Time‐Series 

Data) 

Number of 
Metered Items 
(Spot Metering) 

Calculation Machine  6  1  0 

Typewriter, Powered  1  0  0 

Paper Folder  1  0  1 

Oven, Electric  1  0  0 

Toaster Oven  1  0  0 

Toaster  2  0  0 

Blender  1  0  0 

Coffer Maker  2  0  0 

Letter Opener  1  0  0 

Mailing Machine  1  1  1 

Stapler  7  0  2 

Pencil sharpener  6  0  2 

Shredder  3  1  0 

Hole Punch  5  0  2 

Wireless Access Point  1  0  0 

Router, Ethernet  1  0  0 

Charger, Mobile Phone  4  0  0 

Lamp, Table and Lamp, Desk 
Attachment 

39  7  0 

Total  N=225  N=49  N=8 
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Table 11: Power Demand per Device at the Library 

Product Name  Number of 
Surveyed Items 

Number of 
Metered Items 
(Spot Metering) 

Power Demand by Mode 

Multifunction device, laser   5  1  9.6 W (standby) 

Printer, Thermal  3  1  2.3 W (standby) 

Computer Speakers  17  2  1.6 W – 6.9 W (standby) 

Television, LCD   4  1  204 W (active) 

Television, plasma   2  1  626 W (active) 

Pencil sharpener  10  2  0 W (standby) 

Cash register  2  1  11.7 W (standby) 

Payment Machine  3  1  14.7 W (standby) 

Change Machine  1  1  23.4 W (standby) 

CD/ Tape Recorder  2  1  10.5 W (standby) 

Printer, receipt size  11  2  2.3 W (standby) 

Scanner, Flatbed  3  2  12.7 W (standby) 

Vending Machine, cold  1  1  595 W (active) 

Shredder  1  1  2.8 W (standby) 

Table 12: Power Demand per Device at the Small Office 

Product Name  Number of 
Surveyed Items 

Number of Metered 
Items (Spot Metering) 

Power Demand by 
Mode 

Pencil sharpener  6  2  0 W (standby) 

Hole Punch  5  2  1.9 W – 2.5 W 
(standby)

Stapler  7  2  0 W – 3.6 W (standby) 

Mailing Machine  1  1  15.3 W (standby) 

Paper folder  1  1  2.5 W (standby) 
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Appendix B: Device List with Metering Prioritization 
As explained to the surveyors in the Plug Load Metering Test Plan (Mercier and Moorefield 

2010):  

The goal is to have all high‐priority devices at the site metered. If additional meters are available, 

Install first on medium priority devices and then on low priority devices last. Do not meter a device 

that is categorized as “do not meter” in the table below.  

The product list was largely based on the taxonomy developed by Nordman and Sanchez (2006) in 

Electronics Come of Age: A Taxonomy for Miscellaneous and Low Power Products. The device metering 

prioritization was developed by Ecos.  

End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Electronics  Audio  Amplifier 3

Electronics  Audio  Audio minisystem 3

Electronics  Audio  Cassette deck 3

Electronics  Audio  CD player 3

Electronics  Audio  CD player, portable 3

Electronics  Audio  Charger, digital music player 3

Electronics  Audio  Equalizer (audio) 3

Electronics  Audio  Radio, table 3

Electronics  Audio  Receiver (audio) 3

Electronics  Audio  Speakers, powered 2

Electronics  Audio  Speakers, wireless (base station) 2

Electronics  Audio  Speakers, wireless (speakers) 2

Electronics  Audio  Stereo, portable 3

Electronics  Audio  Subwoofer 2

Electronics  Audio  Tuner

Electronics 
Business 
equipment  Charger, bar code scanner  3 

Electronics 
Business 
equipment  Bar Code Scanner (no battery charger)  3 
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Electronics  Computer  Computer, desktop 1

Electronics  Computer  Computer, integrated‐CRT 1

Electronics  Computer  Computer, integrated‐LCD 1

Electronics  Computer  Computer, notebook 1

Electronics  Computer  Dock, notebook

Electronics  Display  Computer display, CRT 1

Electronics  Display  Computer display, LCD 1

Electronics  Display  Game console, portable 3

Electronics  Display  Projector, slide

Electronics  Display  Projector, video 1

Electronics  Display  Television, LCD 2

Electronics  Display  Television, plasma 2

Electronics  Display  Television, rear projection 2

Electronics  Display  Television, CRT 2

Electronics  Display  Television/VCR Combination 2

Electronics  Display  Scale, digital 3

Electronics  Imaging  Copier 1

Electronics  Imaging  Fax, inkjet 1

Electronics  Imaging  Fax, laser 1

Electronics  Imaging  Fax, thermal 1

Electronics 
Business 
equipment  Mailing machine  2 

Electronics  Imaging  Multi‐function device, inkjet 1

Electronics  Imaging  Multi‐function device, laser 1

Electronics  Imaging  Printer, impact (dot matrix and other) 1

Electronics  Imaging  Printer, inkjet 1

Electronics  Imaging  Printer, laser 1
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Electronics  Imaging  Printer, photo 1

Electronics  Imaging  Printer, thermal 1

Electronics  Imaging  Printer, solid ink 1

Electronics  Imaging  Printer, wide format 1

Electronics  Imaging  Printer, receipt size (mini) 1

Electronics  Imaging  Scanner, document 1

Electronics  Imaging  Scanner, flatbed 1

Electronics  Imaging  Scanner, slide 1

Electronics  Imaging  Scanner, business card 1

Electronics  Imaging  Scanner, wide format 1

Electronics  Imaging 
Scanner, receipt (with external power 

supply)  1 

Electronics  Networking 
Amplifier, Ethernet broadband 

distribution  3 

Electronics  Networking  Hub or Switch, Ethernet 3

Electronics  Networking  Hub or Switch, USB 3

Electronics  Networking  Firewall device 3

Electronics  Networking  Modem, cable 2

Electronics  Networking  Modem, DSL 2

Electronics  Networking  Modem, POTS 2

Electronics  Networking  Modulator, audio/visual (powered) 3

Electronics  Networking  Router, Ethernet

Electronics  Networking  Tape drive 3

Electronics  Networking  Wireless access point 3

Electronics  Networking  Server, desktop‐derived

Electronics  Networking  Server, rack

Electronics  Networking  Minicomputer/Thin client 1
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Electronics  Networking  Mainframe

Electronics  Networking 
Network equipment, IP telephone 

adaptor 

Electronics  Peripherals  CD recorder 3

Electronics  Peripherals  Charger, PDA 2

Electronics  Peripherals  External drive (CD, DVD) 1

Electronics  Peripherals  Speakers, computer 1

Electronics  Peripherals  Tablet, pen (powered) 2

Electronics  Peripherals  Whiteboard, digital 1

Electronics  Security  Security system

Electronics  Set‐top  Set‐top box, analog cable 3

Electronics  Set‐top  Set‐top box, digital cable 3

Electronics  Set‐top  Set‐top box, digital cable with PVR 3

Electronics  Set‐top  Set‐top box, game console 3

Electronics  Set‐top 
Set‐top box, game console with internet 

connectivity  3 

Electronics  Set‐top  Set‐top box, internet 3

Electronics  Set‐top  Set‐top box, PVR 3

Electronics  Set‐top  Set‐top box, satellite 3

Electronics  Set‐top  Set‐top box, satellite with PVR 3

Electronics  Telephony  Answering machine 3

Electronics  Telephony  Caller ID unit 3

Electronics  Telephony  Charger, mobile phone 2

Electronics  Telephony  Dictation machine 3

Electronics  Telephony  Intercom 3

Electronics  Telephony  Phone, conference 3

Electronics  Telephony  Phone, corded (powered) 3
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Electronics  Telephony  Phone, cordless 3

Electronics  Telephony  Phone, cordless with answering machine  3

Electronics  Telephony  Phone, switchboard 3

Electronics  Video  Charger, still camera 3

Electronics  Video  Charger, video camera 3

Electronics  Video  DVD player 3

Electronics  Video  DVD recorder 3

Electronics  Video  VCR 3

Electronics  Video  VCR/DVD 3

Electronics  Video  Videocassette rewinder 3

Miscellaneous  Hobby/leisure  Game console, commercial 3

Miscellaneous 
Business 
equipment  Calculation, machine  3 

Miscellaneous 
Business 
equipment  Binding machine (electronic)  3 

Miscellaneous 
Business 
equipment  Hole punch (powered)  3 

Miscellaneous 
Business 
equipment  Laminator  3 

Miscellaneous 
Business 
equipment  Pencil sharpener  3 

Miscellaneous 
Business 
equipment  Shredder  3 

Miscellaneous 
Business 
equipment  Stapler  3 

Miscellaneous 
Business 
equipment  Time stamper  3 

Miscellaneous 
Business 
equipment  Typewriter, Electric  3 

Miscellaneous  Electric housewares Automatic griddles 3
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Miscellaneous  Electric housewares Blender 3

Miscellaneous  Electric housewares Clock 3

Miscellaneous  Electric housewares Clock, radio 3

Miscellaneous  Electric housewares Coffee grinder 3

Miscellaneous  Electric housewares Coffee maker, commercial 2

Miscellaneous  Electric housewares Coffee maker, residential 2

Miscellaneous  Electric housewares Corn popper, air 3

Miscellaneous  Electric housewares Corn popper, hot oil 3

Miscellaneous  Electric housewares Espresso maker, residential 2

Miscellaneous  Electric housewares Hot plate (kitchen) 3

Miscellaneous  Electric housewares Kettle, electric 3

Miscellaneous  Electric housewares Mug warmer (powered) 3

Miscellaneous  Electric housewares Oven, microwave 3

Miscellaneous  Electric housewares Toaster 3

Miscellaneous  Electric housewares Toaster oven 3

Miscellaneous  Electric housewares Vacuum, rechargeable 3

Miscellaneous  Electric housewares Vacuum, standard 3

Miscellaneous  Hobby/leisure  Aquarium 3

Miscellaneous  HVAC  Air cleaner, portable 3

Miscellaneous  HVAC  Air conditioning, window mounted 3

Miscellaneous  HVAC  Evaporative cooler, window mount 3

Miscellaneous  HVAC  Dehumidifier 3

Miscellaneous  HVAC  Fan, portable 3

Miscellaneous  HVAC  Fan, rangehood 3

Miscellaneous  HVAC  Fan, window 3

Miscellaneous  HVAC  Humidifier 3
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End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Miscellaneous  HVAC  Space heater, portable 3

Miscellaneous  Lighting  Light box 3

Miscellaneous  Lighting  Lights, holiday 3

Miscellaneous  Lighting  Light, illuminated table 3

Miscellaneous  Lighting  Night light, interior 3

Miscellaneous  Lighting  Timer, exterior (plug powered) 3

Miscellaneous  Lighting  Timer, interior (plug powered) 3

Miscellaneous  Lighting  Lamp, table 1

Miscellaneous  Lighting  Lamp, floor 1

Miscellaneous  Lighting  Lamp, desk attachment 1

Miscellaneous  Major Appliances Garbage disposal 3

Miscellaneous  Major Appliances Refrigerator, wine cooler 3

Miscellaneous  Major Appliances Trash compactor 3

Miscellaneous  Major Appliances Vending machine, cold 2

Miscellaneous  Major Appliances Vending machine, hot 2

Miscellaneous  Major Appliances Vending machine, room temperature 2

Miscellaneous  Major Appliances Water dispenser, bottled 2

Miscellaneous  Other  Fountain, indoor 3

Miscellaneous  Outdoor Appliances Charger, hedge trimmer 3

Miscellaneous  Outdoor Appliances Charger, weed trimmer 3

Miscellaneous  Personal Care  Air freshener (plug in) 3

Miscellaneous  Personal Care  Curling iron 3

Miscellaneous  Personal Care  Hair dryer 3

Miscellaneous  Personal Care  Home medical equipment 3

Miscellaneous  Electric housewares Water softener 3

Miscellaneous  Power  External power supply 3



 

B‐13 

End Use  Category  Device 

NBI Metering 
Prioritization 

1=High 
2=Medium 
3=Low 

Blank Cell=Do 
Not Meter 

Miscellaneous  Power  Power strip 3

Miscellaneous  Power  Surge protector 3

Miscellaneous  Power  Uninterruptible power supply, desktop 3

Miscellaneous  Power  Uninterruptible power supply, server 3

Miscellaneous  Transportation  Charger, wheelchair or golf cart 3

Miscellaneous  Utility  Charger, bicycle light 3

Miscellaneous  Utility  Charger, battery 3

Miscellaneous  Utility  Floor polisher 3

Miscellaneous  Utility  Power tool, corded 3

Miscellaneous  Utility  Charger,  cordless power tool 3

Traditional  Major Appliances Clothes dryer, electric 3

Traditional  Major Appliances Clothes dryer, gas 3

Traditional  Major Appliances Clothes washer, horizontal axis 3

Traditional  Major Appliances Clothes washer, standard 3

Traditional  Major Appliances Cooktop, electric 3

Traditional  Major Appliances Cooktop, gas 3

Traditional  Major Appliances Dishwasher 3

Traditional  Major Appliances Freezer 3

Traditional  Major Appliances Oven, electric 3

Traditional  Major Appliances Oven, gas 3

Traditional  Major Appliances Refrigerator/Freezer 3

Other  Other  Other 3

Traditional  Major Appliances Refrigerator, mini 2

Electronics  Peripherals  Charger, miscellaneous 3

Electronics  Telephony  Charger, smart phone 2
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Appendix C: Participant Survey 
Dear participant,  

Ecos is conducting a survey to get feedback from people affected by the energy reduction 

strategies we implemented at _________. This survey will help us identify the most effective 

strategies to reduce energy consumption of plug load devices (computers, monitors, speakers, 

etc.) in commercial buildings, without hindering the normal operation of the building. Your 

participation in this survey is very important.  

If you have been affected by more than one strategy, please fill in one survey per strategy.  

1. What energy savings strategy were you affected by? 

a) A smart plug strip 

b) A remote control plug strip 

 Production room 

 Private office 

c) A new computer monitor 

 NEC  

 Viewsonic 

d) An energy monitoring display 

e) A timer plug strip 

f) A timer 

g) A small desktop computer (Eeebox) 

h) An energy report 
i) An Outlook reminder 

j) Enabled computer power management settings 

k) Adjusted monitor brightness settings 

l) Other____________________________ 
 

2. Would you recommend implementing the strategy that you participated in more broadly in 

the office? Y   N   

3. What did you like or dislike about the strategy implemented?  

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

4. Did the strategy interfere with the way you normally use your electronic devices (computer, 

monitor, speakers, printers, etc.)? Y   N   

If yes, how did it interfere with the way you normally use your electronic devices? 

_____________________________________________________________________________________

_____________________________________________________________________________________ 

Please continue on next page >>>>>>   
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5. What would you change about the strategy implemented to improve it? 

_____________________________________________________________________________________

_____________________________________________________________________________________ 

6. We welcome any other comments you may have 

_____________________________________________________________________________________

_____________________________________________________________________________________ 

 

Thank you for participating. If you have questions about this questionnaire or would like to 

discuss your responses with someone from Ecos, please contact Cat Mercier by email at 

cmercier@ecosconsulting.com or by phone at 970‐259‐6801 x311.     
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Appendix D: Energy Report 
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INTRODUCTION 

Plug loads are becoming the biggest energy end use in commercial office buildings. This is in part 
because plug loads are growing in absolute terms with greater Information Technology (IT) power 
demand, and also because design approaches, codes and efficiency programs typically address other 
end uses, e.g. lighting and HVAC. This results in plug loads having an increasingly higher percentage of 
the whole building energy use. This is particularly the case in Net Zero or Very Low Energy Buildings 
where designers use aggressive design strategies to reduce non-plug load energy usage. 

Traditionally, plug loads have been difficult to reach with efficiency programs, and for good reasons. In 
many cases office tenants do not pay electric bills directly and therefore have no direct incentive to 
reduce plug load usage. They also use plug loads for business reasons which vastly outweigh the 
financial impact of a few dollars saved through energy efficiency. Also, plug loads are small and 
distributed; while they add up to a lot of energy, they are difficult to influence easily. 

There are three primary approaches to mitigating plug load usage. One approach improves device 
efficiency standards (for example, the EPA’s Energy Star certification program or California’s Appliance 
Efficiency Regulations) so that equipment purchased for any office uses less energy than ‘typical’ 
equipment. Another approach seeks to implement measures and controls that mitigate plug load energy 
use in a particular office, such as plug load control strip incentives or proposed language in the Title 24-
2013 Building Energy Efficiency standards requiring the use of switchable plug load outlets. Lastly, some 
programs have focused on behavioral methodologies such as competitions and energy use dashboard 
feedback to encourage reductions of plug load use through the voluntary use of controls or behavioral 
changes. 

As building designers, real estate personnel and utilities seek new ways to reduce plug loads there is a 
need for data and information to support their decisions. Research data addressing current plug load 
trends and plug load performance data is not comprehensive. The data and results are often presented 
through different metrics, the level of detail can be quite specific (i.e. minute-by-minute) or only annual, 
and the perspective of how individual plug loads contribute to the total office or whole-building usage is 
usually not included.  

NBI has conducted research on the energy use characteristics of plug loads in office spaces and other 
commercial buildings to provide a greater level of information to those seeking methods and programs 
for reducing plug loads. In analyzing the data NBI used a standardized set of metrics. The intention is 
that by utilizing a consistent analysis method the body of data on plug load usage and the impact of 
measures might be greatly expanded. Further, sufficient data at the office aggregated level might be 
collected to use in a benchmarking approach to provide a target for offices to achieve as part of a LEED-
type rating system.  

As described in this guide, the outcome of NBI’s research provides building designers, real estate 
personnel and utilities with two fundamental ways for expressing energy use characteristics for 
commercial plug loads: (1) Plug Load Equipment Power Density (EPD) and Schedule and (2) Plug Load 
Summary Metrics. Each of these is described in general below: 

Using data from past projects, this guide includes preliminary ranges for high, median, and low 
calculations of the metrics and EPD and Schedule. Lastly, the guide includes a summary of references for 
metering and monitoring equipment and project management. 
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Plug Load EPD and Schedule 

This representation describes plug load energy use in the format used by an energy model such as DOE2 
or EnergyPlus. A nominal equipment power density in Watts per square foot (W/SF) is multiplied by a 
fraction of usage for each hour of a typical day type. The day types are weekday, Saturday and 
Sunday/Holiday. The EPD can be expressed in W/SF or simply in W for an individual piece of equipment. 
An example of the hourly profile for a weekday is shown in Figure 1. In this case the EPD was 
determined to be 0.95 W/SF, and the Y-axis of the graph shows the fraction of power density for a 
‘typical’ weekday at each hour of the day on the x-axis.  

 

 

 

 

 

 

 

 

 

 

 

Plug Load Office Metrics 

The EPD and Schedule in Figure 1 are difficult to use when comparing different office spaces or pieces of 
equipment. There is a need for a set of Key Performance Indicators (KPIs) that can summarize important 
aspects of the usage characteristics of an office space. These KPIs compare certain metrics of 
performance that inform opportunities for savings. Table 1 shows example metrics. The metrics are 
explained in detail in this guide. 

Table 1 Example of plug load metrics for an office space  

 

Figure 1  Example of an EPD and Schedule Representation 

Maximum Equipment Power Density = 0.95W/SF 
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Intended Audience 

This guide is primarily intended to be used by practitioners conducting research into electrical energy 
usage by plug loads or assessing savings due to plug load measures for office and miscellaneous 
equipment. The guide lays out the calculations for ensuring the results from a particular project can be 
merged with those in the greater body of plug load research; an approach that may be useful to a 
variety of audiences. These include: 

Plug Load Efficiency Researchers: The guide is intended to drive the use of standardized metrics 
when measured studies of plug load usage or measure impacts are undertaken. Efficiency consulting 
companies, engineering firms and utility pilot program managers are examples of practitioners that 
may have research projects that resulted in measured data of plug load equipment or office spaces. 

Rating System Administrators: Rating systems such as USGBC LEED for Commercial Interiors can use 
the metrics to establish a measured performance approach to high performance commercial office 
Tenant Improvement.  

Dashboard or EMIS Vendors: Dashboard vendors or metering companies that work with measured 
data of office plug load usage.  

Plug Load Measure Vendors: Companies that design and sell equipment that can be used to track, 
reduce or impact plug loads. 

Energy Modelers: Critical to energy modeling is the accurate assumption of internal gains including 
the plug load magnitude and its schedule. These assumptions can greatly influence the design of 
other systems leading to oversized HVAC equipment and inefficient zoning.  

Codes and Policy Authors: The developers of new codes, standards and policies addressing plug 
loads need data in order to define realistic specifications and allow for measurement against those 
specifications 

Utility Analysts: Utility analysts need data that can be used to project the contribution of plug loads 
as part of a resource planning process. 

Office Tenants or Facility Managers: Occupants need simple messages to identify plug load 
strategies to reduce usage. Facility managers are in a position to use existing or temporary metering 
to provide feedback to office tenants. The Plug Load Metrics are simple and informative. 
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TWO PLUG LOAD REPORTING METHODS 

This section provides details on the calculation of the EPD and Schedule and Plug Load Metrics for office 
equipment and office spaces.  

NBI recommends using an analysis period, i.e. the data range used to calculate metrics of performance, 
of at least 56 days (8 complete weeks) at intervals of 15-minutes. ‘Before and after’ analysis periods can 
be chosen in regular 56-day increments to assess the impact of measures or behavioral programs; a 
trailing 56-day period can be used regularly to track general office usage patterns. Longer periods of 
data will provide more statistically significant results. 

Analysis periods should avoid weeks that contain major holidays (such as Christmas, Thanksgiving, July 
4th, Memorial Day and Labor Day) as well as periods where occupancy was known to be deviated from 
what could be considered ‘normal’.  

Individual Plug Load Equipment versus Office Aggregated Plug Load Usage 

NBI recommends that meter data from individual equipment be treated differently from meter data for 
office aggregated usage. The issue is whether to normalize the results by square footage of the office 
space or to leave the results as a metric of power.  

Individual Equipment Meter Data 

Individual pieces of equipment should be studied using the EPD and Schedule and Plug Load Metrics 
approaches using hourly power only, i.e. without normalizing for the square footage of the office space. 
The relatively low power of the device and the high office square footage divisor will result in very small 
numbers that will not translate well to aggregation or comparison. 

Using the power without normalization will make aggregation of individual equipment easier. The data 
can be used to mock up any office space and to compare more directly with other, better designed, 
individual devices without the square footage confusion. 

Aggregated Office Space Plug Load Meter data 

Aggregated office spaces should use hourly power normalized by square footage for both reporting 
methods. The aggregated use of all equipment in the office space is unique to that office and 
normalizing by square footage establishes a useful metric that can be compared and applied as an 
example to other office spaces or modeled buildings.  

Aggregated Whole Building Plug Load Meter Data 

This guide does not cover situations where the whole-building aggregated plug load usage is metered. 
Whole-building plug load data should be calculated with the EPD and Schedule method with the whole-
building square footage to normalize the results. 

Plug Load EPD and Schedule 

The purpose of the Plug Load EPD and Schedule (EPD&S) representation is to report plug load findings in 
a format that is used by building energy models. The availability of this data will improve the ability of 
modelers to make accurate assessments of equipment power expectations in office spaces and office 
buildings. 



NBI: Plug Load Metrics and Reporting  5 March 2013 

The input is a 56-day or longer, hourly-interval, energy use data series of an individual plug load piece of 
equipment. Data series of other intervals should be rolled up into hourly points. 

As an example, the time stamp 12/1/2013 9:00AM contains the average power between 9:00 and 10:00. 

1. Convert data at other intervals into an hourly power series with an hourly date/time stamp 

2. Separate the data into three hourly series: 

a. Non-holiday Weekdays 

b. Saturdays 

c. Sundays and Holidays 

3. For each series, calculate the average power at each hour of the day across the entire 
monitoring period. For example, the average power at 9:00AM on each of the weekdays in the 
weekday series. The result is three data series of 24-points with time stamps from 0:00 to 23:00.  

4. Find the single maximum power from all three 24-point series. 

5. The fraction at each hourly time stamp for all three series is found by dividing the power at that 
point by the maximum power. Each fraction shall be rounded to two decimal places. 

As an example, Table 2 shows a portion of an average hourly power series for a weekday for a desktop 
computer: 

Table 2 An example of a portion of weekday average hourly data   

Hour of Day 
Average Hourly 

Power (W) 
Max 

Power 
Fraction 

9:00 40 

95 

0.42 

10:00 50 0.53 

11:00 80 0.84 

12:00 95 1.00 

13:00 90 0.95 

14:00 80 0.84 

15:00 70 0.74 

 

 

 

 

 

 

 

 

 

 

 

 

Maximum Power 83
Desktop Computer

Hour Weekday Saturday Sun/Hol

0 0.35 0.35 0.34

1 0.35 0.36 0.34

2 0.35 0.36 0.35

3 0.35 0.36 0.35

4 0.35 0.36 0.35

5 0.36 0.36 0.35

6 0.40 0.36 0.35

7 0.52 0.36 0.35

8 0.88 0.36 0.35

9 0.96 0.37 0.35

10 1.00 0.37 0.36

11 1.00 0.36 0.35

12 0.90 0.36 0.35

13 0.92 0.35 0.35

14 0.93 0.35 0.35

15 0.91 0.35 0.35

16 0.83 0.35 0.35

17 0.61 0.35 0.35

18 0.49 0.35 0.35

19 0.43 0.35 0.35

20 0.40 0.35 0.35

21 0.39 0.35 0.35

22 0.38 0.35 0.35

23 0.36 0.35 0.35

Figure 2 Example EPD and Schedule data for a hypothetical desktop computer 
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An example final result in graphical and tabular form for a desktop computer is shown in Figure 2. The 
table on the left shows the fraction data for each day type and the maximum power of 83 Watts. The 
illustration at right displays the data graphically showing the clear use of the computer on the weekdays 
and the base load of the weekends and holidays. 

Office space aggregated plug load energy usage uses the same procedure to establish the three-day-
type series used in the previous procedure but, as discussed above, uses a normalization of the office 
space square footage to improve the usefulness of the results. This is accomplished by adding a step to 
the procedure above: 

6. Divide the maximum power by the office square footage. 

The fractions will remain the same as without the normalization. Figure 3 shows the results taken from a 
14,000 SF office space monitoring project over 6 months. Note the high base load fraction, 
approximately 60% of the maximum power density. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Plug Load Metrics for Office Spaces 

The EPD and Schedule approach to plug load data analysis is very useful for building energy modelers 
but difficult to use when comparing two office spaces. However, using the Plug Load Metrics (“metrics”) 
makes the data more expressive for occupant feedback, benchmarking and gaining a quick 
understanding of how much and when plug load usage occurs in an office. 

The metrics consist of average power values normalized by square footage, expressed in W/SF for fixed 
periods of time during weekdays (excluding holidays) and weekend-holidays (consisting of Saturdays, 

Figure 3 An example of EPD and Schedule results from a 14,000 SF office space  
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Sundays and holidays)1. The metrics also include two ratios intended to highlight nighttime usage and 
weekend usage. The square footage of the office is calculated using the guidelines found in Section 
Normalizing Office Characteristics. The metrics and descriptions are shown in Table 3. 

Table 3 Plug Load Metrics for Office Spaces 
Metric Description Unit 

Occupied Power Density 
The average power density  between 6:00AM and 6:00PM 
on non-holiday weekdays 

W/SF 

Peak Power Density 
The highest 15-minute power density observed in the 
monitoring period 

W/SF 

Weekday Power Density 
The average 24-hour power density on non-holiday 
weekdays 

W/SF 

Overnight Ratio 
The ratio of the average power density in the nighttime on 
non-holiday weekdays (i.e. 6:00PM to 6:00AM) and the 
daytime (i.e. the Occupied Power Density).  

% 

Weekend Power Density 
The average 24-hour power density for non-workdays 
including all Saturdays, Sundays, and Holidays. 

W/SF 

Weekend Ratio 
The ratio of the Weekend Power Density (numerator) and 
the Weekday Power Density (denominator). Expressed as a 
percentage. 

% 

Annualized Energy Density 
The projected annual energy usage per square foot for the 
office space using the annual projection methodology. 

W/SF 

Occupied Power Density 

This metric averages across the busiest part of the day and indicates average demand per SF on a typical 
workday between 6:00 and 18:00 in the measurement period. A particular office may have a different 
schedule of occupancy which will impact the metric, but the consistent definition of ‘Occupied’ makes it 
easier to compare across offices. The office characteristics include an estimate of weekly occupancy 
hours to make a more accurate comparison between two offices.  

Peak Power Density 

This metric provides a sense of the installed capacity of the plug load equipment in the office and the 
potential for permanent demand reduction for measures. The Peak Power Density is the highest 15-
minute power demand density measurement in the monitoring period. 

Weekday Power Density 

This metric tells researchers what a normal workday is like and is used to calculate the annual energy 
usage for the office. The weekday power density is the average power density across all non-holiday 
weekdays in the monitoring period.  

Overnight Ratio 

This metric assesses how much equipment is left on at night. When office personnel undertake 
measures to switch things off at night, the efficacy of their actions can be established through a change 
in the Overnight Ratio. One of NBI’s notable findings in plug load research is that very few offices have 

                                                           
1
 The metrics currently use the combination of Saturdays, Sundays, and Holidays unlike the EPD & Schedule 

method which separates Weekdays, Saturdays, and Sunday/Holidays. The intent was to keep the number of 
metrics small. NBI may expand this in the future to separate Saturdays from Sunday/Holidays and create better 
alignment between the two methods. 
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an overnight ratio less than 50%. This demonstrates that there is significant opportunity to reduce plug 
loads at night. 

Weekend Power Density 

This metric assess the average power density on non-workdays when the office is unoccupied. The 
metric serves to project annual energy consumption and compare to the Weekday Power Density. There 
may be offices that are open more days per week and NBI recommends using the office characteristics 
to improve comparisons. It is possible that Saturdays can be calculated separately from Sunday/Holiday 
days to better reflect conditions and align with the EPD and Schedule categorization but this is not 
included in this revision. 

Weekend Ratio 

This metric is a ratio of the average weekend power density over the average weekday power density. 
Similar to the Overnight Ratio, the Weekend Ratio tries to give a sense of how much equipment is 
running on days with low occupancy. 

Annualized Energy Density 

Annualized Energy Density is a projection of the annual kWh per year that the office space will use based 
on the shorter monitoring period used to calculate the metrics. The metric provides a simple analysis of 
before and after savings for measures or behavioral programs implemented in an office. 

Table 4 shows the metrics for the same 14,000 SF office space example from Figure 3. The metrics allow 
easier interpretation of the usage patterns and characteristics of the office space. For example, the 
Overnight and Weekend Ratio are both at 70% or higher. This means that ‘at night’ the office uses 70% 
of the energy the office uses ‘in the daytime’. Clearly there is opportunity to save energy at night.  

The Occupied Power density is 0.61 W/SF, which based on data NBI has collected is high but not 
particularly high. The modest number means savings opportunities in the daytime may be limited. 

Table 4 An example of the Plug Load Metrics from a 14,000 SF office over 6 months of monitoring 

 

Once the occupants enable measures or undergo a behavioral program the metrics are examined again 
to assess impacts. In particular, the Annualized Energy Usage Density provides a means to easily 
understand the energy savings per annum. Of course this is a projection of annual savings and must be 
treated as such. 

 

Metric Unit Value

Occupied Power Density W/SF 0.61

Peak Power Density W/SF 0.72

Weekday Power Density W/SF 0.52

Overnight Ratio - 70%

Weekend Power Density W/SF 0.40

Weekend Ratio - 77%

Annualized Energy Usage Density kWh/SF 4.19
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NORMALIZING OFFICE CHARACTERISTICS  

Normalizing results by characteristics of the office space helps to make more accurate ‘apples-to-apples’ 
comparisons for the purpose of benchmarking. Plug loads may vary in number and type depending on 
the size, density and use of the office space so it’s important to use characteristics to increase the 
usefulness of the results.  

For example, if there are two offices of equal square footage but one has twice the number of 
employees is it useful to compare them without taking into account the differences? Some aspects will 
still be useful like the EPD and schedule data since this goes into a larger data set that drives the 
expectations of the modelers, and the Overnight Ratio or the Weekend Ratio which provide feedback 
about what loads are left on, but direct comparison of the W/SF numbers may not be useful.  

This guide recommends certain normalizing characteristics. 

Normalizing Characteristics 

Office Square Footage – ANSI/BOMA Standard Z65.1-2010 

The published standard ANSI/BOMA Standard Z65.1 provides detailed guidelines for the calculation of 
office square footage and serves as a serviceable guide for calculating the square footage for energy 
comparisons. The choice of square footage should acknowledge that the intended audience is the office 
tenant and should not include any energy usage of the core and shell spaces that are the responsibility 
of the owner or manager. 

Hours of Occupancy 

An assessment of the hours of weekly occupancy is useful to assess how much the office is used. This is 
an estimate of the number of days per week that the office is open and the average hours per day. For 
example, Office X is occupied 5 days per week (M-F) for 8 hours each day. This is a rough estimate that 
may vary depending on the week but helps to narrow the range of comparison office spaces. 

This is not a perfect way of normalizing for hours of occupancy as the result is an estimate.  In the future 
the plug load data itself will use an algorithm that separates base load hours from active hours to 
determine the hours of occupancy. 

Occupant Density 

This is accomplished by making a one-time assessment of the equivalent FTE of workers typically in the 
office space on a regular basis. For example, Office X that is 14,000 SF has 70 FTE that work out of the 
office. Ideally the occupancy is relatively stable and the monitoring period does not include weeks with 
major holidays (e.g. Christmas, July 4th or Thanksgiving) where significant deviations from normal 
occupancy can occur. 

Employees working remotely are not considered in the FTE. This is a potential problem with 
benchmarking office spaces, but again it’s important that the range of comparisons be reduced, not 
made exact. 
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Server Closets and Data Centers 

The presence of a large data center or server closet results in significantly higher overall energy usage 
and base load energy usage at the office level. The server closet may or may not have dedicated cooling 
that is separate from the building HVAC system. The presence of a server closets or data center should 
be noted. Also, the dedicated HVAC must be excluded from a measurement of the office aggregated 
usage. For example, does Office X have a server closet: Yes or No. 
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A BRIEF TAXONOMY OF OFFICE AND MISCELLANEOUS PLUG LOAD EQUIPMENT 

As noted earlier, one of the biggest challenges in understanding and reducing plug loads is that they 
tend to be highly diverse and distributed; even a modestly-sized office can include over 1,000 plug loads 
(see the PECI Office Case Study in the Appendix as an example).  

Given their quantity and diversity, it is important to have a method for classifying and grouping plug 
loads. A good taxonomy will enable meaningful analysis of the plug loads and also support efforts to 
hone in on areas for improvement. Overall, a plug load taxonomy helps in two primary ways: 

Understanding building energy use: A plug load inventory is helpful for interpreting plug load metrics. 
For example, if an office has a relatively high Overnight Ratio, the inventory can be used to highlight 
essential 24-7 loads such as data servers and refrigerators. All other loads may be considered within 
scope for a project to reduce the Overnight Ratio, helping to hone in on the equipment with greatest 
potential. 

Evaluating energy savings strategies: Once a tenant, owner or property manager decides to address 
plug loads they will be presented with many potential options, such as upgrading to higher efficiency 
equipment, installing plug load controls and behavior-based approaches. A plug load inventory can help 
in determining the relative magnitude of costs and savings from each of the options, e.g. Occupancy 
sensors might impact 19 conference/meeting rooms, while smart power strips might cover 178 cubicles. 

Table 5 below provides a recommended structure for grouping plug load equipment for offices. Once 
one defines equipment categories, further separation into sub-categories will help to illustrate the 
bigger picture and hone in on areas of energy saving opportunity. The PECI case study gives an example 
of this. 

Table 5 Recommended highest-level plug load equipment groups 

Highest-Level Equipment Grouping 

1 Personal workstations/cubicles (open offices) and private office equipment 

2 Conference/meeting room equipment 

3 Shared office equipment 

4 Kitchen and hospitality equipment 

5 IT equipment 

6 Miscellaneous equipment 
 

Following the standard grouping approach in Table 5 will allow for easier comparison with peers as 
industry-wide statistical data grows. While this is recommended as the primary approach, some 
situations may warrant a different approach or additional grouping schemes (such as splitting plug loads 
by floor, department or other criteria).  

While it is possible to develop energy use totals for each category and sub-category of the plug load 
equipment (through actual measurements or equipment specifications), this is unlikely to occur other 
than for in-depth research projects. 

The first step in establishing a plug load inventory is to define distinct equipment types which are sub-
categories of the highest-level groups in Table 5. We recommend three general rules of thumb: 
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 Grouped equipment will generally have a similar use and similar load. Under this rationale, 

while laptops and desktops have a similar use they have a different load and  would be better 

separated into two equipment types. 

 Try to limit the total load encapsulated by equipment that falls into a “miscellaneous” or 

“other” equipment type. Categories with a high total load are obvious choices for energy 

efficiency projects; it is hard to determine an appropriate strategy to address “miscellaneous” 

equipment. 

 Keep the number of equipment type categories to a minimum. There will always be a trade-off 

between the desired granularity of data vs. the ease of analyzing and addressing issues. The 

optimal number of categories needs to be determined on a case-by-case basis, depending on 

the goals and resources for the project. For a typical modern office, expect perhaps 20-30 main 

plug load categories. 

The PECI Case Study demonstrates a method of high level grouping and sub-categorization. 
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RANGES OF PERFORMANCE 

The two methods described above enable ‘before and after’ comparisons of results that provide 
valuable information and feedback. Benchmarking the metrics, by comparing one office’s metrics 
against another, also serves as a valuable method for tracking progress but requires sufficient 
comparison data.  

In the course of research on several projects NBI has collected data from offices that provide a modest 
start to a comparison set of data. This data set is taken from 17 office spaces with a monitoring period of 
at least three months per office. There are no normalizing characteristics other than office square 
footage. 

Based on data collected to date, the ranges of metrics are shown in Table 6 for the benefit of designers 
and other parties. Comparison metrics are organized as: Low Case, Middle Case and High Case, with 
values for each metric. 

 

Table 6 Ranges of metrics for NBI office space data set 

Metric Unit 
Reference Data Ranges 

High Middle Low 

Occupied Power Density W/SF 1.50 0.60 0.20 

Peak Power Density W/SF 2.00 0.80 0.40 

Weekday Power Density W/SF 1.40 0.45 0.15 

Overnight Ratio % 80% 50% 45% 

Weekend Power Density W/SF 1.40 0.30 0.08 

Weekend Ratio % 80% 60% 50% 

Annualized Energy Density kWh/yr. 10.00 3.25 1.00 

 

Though the benchmarking of EPD’s and Schedules is not recommended as an ongoing practice, it is 
beneficial for modelers to understand how the spaces performed as metered data. Table 7 shows ranges 
of performance data taken from NBI’s analysis work on office spaces. 

Table 7 Ranges of performance for EPD and Schedule data for office spaces 

 High Case Middle Case Low Case 

EPD 1.63 1.00 0.76 

Hour Wkday Sat Sun/Hol Wkday Sat Sun/Hol Wkday Sat Sun/Hol 

0:00 0.98 0.98 0.98 0.36 0.32 0.32 0.43 0.39 0.38 

1:00 0.98 0.98 0.98 0.36 0.32 0.31 0.44 0.40 0.39 

2:00 0.97 0.97 0.97 0.35 0.32 0.32 0.44 0.39 0.39 

3:00 0.98 0.98 0.98 0.35 0.32 0.32 0.43 0.39 0.39 

4:00 0.97 0.97 0.97 0.35 0.32 0.32 0.43 0.39 0.38 

5:00 0.97 0.97 0.97 0.36 0.32 0.32 0.42 0.38 0.38 

6:00 0.97 0.97 0.97 0.40 0.32 0.32 0.44 0.38 0.38 

7:00 0.97 0.97 0.97 0.52 0.32 0.32 0.49 0.38 0.38 

8:00 0.98 0.98 0.98 0.88 0.32 0.32 0.72 0.38 0.38 

9:00 0.99 0.99 0.99 0.96 0.33 0.32 0.87 0.39 0.39 

10:00 0.99 0.99 0.99 1.00 0.34 0.33 0.90 0.39 0.39 
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11:00 1.00 1.00 1.00 1.00 0.33 0.33 0.93 0.40 0.39 

12:00 1.00 1.00 1.00 0.90 0.34 0.34 1.00 0.40 0.40 

13:00 1.00 1.00 1.00 0.92 0.34 0.34 0.95 0.40 0.39 

14:00 1.00 1.00 1.00 0.93 0.35 0.35 0.91 0.40 0.39 

15:00 0.99 0.99 0.99 0.91 0.33 0.35 0.87 0.39 0.39 

16:00 0.99 0.99 0.99 0.83 0.33 0.34 0.79 0.39 0.39 

17:00 0.99 0.99 0.99 0.61 0.33 0.34 0.62 0.38 0.39 

18:00 0.99 0.99 0.99 0.49 0.33 0.33 0.51 0.38 0.38 

19:00 0.99 0.99 0.99 0.43 0.32 0.32 0.51 0.38 0.39 

20:00 0.98 0.98 0.98 0.40 0.32 0.33 0.59 0.38 0.39 

21:00 0.99 0.99 0.99 0.39 0.32 0.34 0.50 0.39 0.39 

22:00 0.98 0.98 0.98 0.38 0.32 0.33 0.48 0.38 0.39 

23:00 0.99 0.99 0.99 0.37 0.32 0.32 0.45 0.38 0.38 
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MONITORING RECOMMENDATIONS AND REFERENCES 

Metering individual equipment and office-level aggregated plug loads requires the installation of 
metering equipment and analysis of the data. This guide serves as a set of recommendations for a base 
set of data analysis but does not address the issues around the installation and gathering of meter data. 

This section includes a few resources for meters, data acquisition and software tools for data analysis.  

Metering and EMIS Equipment and Advice 

PECI Guide on Energy Tracking 
http://www.cacx.org/PIER/documents/bpt-handbook.pdf 

NBI Guide on Advanced Metering and Energy Information Systems 
http://newbuildings.org/sites/default/files/metering-EPA%2083378201.pdf 

Metering Best Practices Guide – Federal Energy Management Program 
http://www1.eere.energy.gov/femp/pdfs/mbpg.pdf  

Meter and Data Acquisition Equipment Vendors 

Data Acquisition Vendors 

Obvius – www.obvius.com  

Onset – www.onsetcomp.com  

Metering Vendors 

Veris – www.veris.com  

Dent Instruments - www.dentinstruments.com  

Wattnode - www.ccontrolsys.com  

Power Meter Store – www.powermeterstore.com  

Watt’s Up Individual Outlet Metering – www.powerwerx.com  

Web-Based Software Vendors 

A few software vendors that work with office aggregate data. 

Lucid – www.lucidenergy.com  

Pulse – www.pulseenergy.com  

Deck Monitoring – www.deckmonitoring.com  

 

http://www.cacx.org/PIER/documents/bpt-handbook.pdf
http://newbuildings.org/sites/default/files/metering-EPA%2083378201.pdf
http://www1.eere.energy.gov/femp/pdfs/mbpg.pdf
http://www.obvius.com/
http://www.onsetcomp.com/
http://www.veris.com/
http://www.dentinstruments.com/
http://www.ccontrolsys.com/
http://www.powermeterstore.com/
http://www.powerwerx.com/
http://www.lucidenergy.com/
http://www.pulseenergy.com/
http://www.deckmonitoring.com/
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Case Study: Analyzing Plug Loads 
Applying a New Methodology for Reporting Plug Load Energy Use 

Background and Objectives   

PECI’s headquarters occupy three floors of a LEED
®
 Platinum office building in Portland, Oregon. To help 

understand how we use energy, we have installed state-of-the-art energy monitoring down to the circuit level. 

Energy use metrics and benchmarks for lighting and HVAC are well-established, allowing us to evaluate our 

performance in those areas. Plug loads are another matter, however. While we have green purchasing policies 

that drive us to purchase efficient office equipment, there are no industry-accepted metrics or benchmarks to 

show how our plug load energy use compares to our peers or to best practice. In 2012 PECI ran a company 

competition pitting floors against each other to reduce plug loads through behavioral changes. The results were 

encouraging, and it got us thinking about how we could really attack 

our plug load energy use. To achieve deeper savings, we needed to 

get a deeper understanding of what made up our plug loads.  

Recent research by New Buildings Institute (NBI) on behalf of the 

California Energy Commission led to the development of plug load 

energy use metrics, featured in A Methodology for Reporting 

Commercial Office Plug Load Energy Use1. As a part of this 

research NBI worked with PECI to apply the new metrics and the 

associated field data to assess our own plug load energy use.  

In addition to calculating office-level energy use metrics we 

developed an inventory of our plug load equipment and analyzed 

equipment-level data to examine what was contributing to high 

overnight energy use. Though this depth of research is not necessary 

for the average office energy user, there were many lessons learned 

that could be applied to any building. 

PECI Office Plug Load Summary Metrics 

PECI’s headquarters has office-level end use metering installed and connected to an Energy Management 

Information system (EMIS) to record and display energy use data in near-realtime. HVAC, lighting, and plug loads 

are grouped and reported separately, giving us the ability to track each end use. Because we have submetered 

plug load energy data, calculating plug load summary metrics based on the NBI methodology was a very 

straightforward exercise, taking about two hours of engineer time (metrics are shown in Table 1 below). The main 

consideration was choosing the appropriate time period for the calculations. PECI had almost 12 months of plug 

load data available but occupancy had changed during that time, so the calculations used 7 months of data, from 

the July 2012- February 2013 period when occupancy was relatively stable. 

                                                      

1
 www.newbuildings.org/PIER-research 

http://www.newbuildings.org/PIER-research
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Table 1.  Plug Load Summary Metrics for PECI Headquarters 

 

Comparing PECI’s metrics with reference values published by NBI, the PECI office showed good performance 

with most values approximately halfway between the median and lowest reference values. The main area of 

concern appears to be the Overnight Ratio of 59%, which is higher than the median reference value of 55%. 

Knowing that the reference values were established based on a relatively small 

sample set (16 offices), comparison is somewhat subjective. It is also noted that 

the metrics are typically normalized by square foot, but do not take account of 

other factors, such as occupant density which can impact plug loads. However, 

developing the office-level summary metrics has helped in prioritizing areas for 

action. In PECI’s case this means looking to reduce the Overnight Ratio by 

identifying what consumes energy at night and reducing it through controls or 

other measures.  

Using the NBI guide, PECI’s engineers also calculated the Energy Power Density 

and Schedule (EPD&S) metrics. This approach identifies the maximum plug load 

demand and then determines a fraction of that maximum for each of hour of the 

day – this is shown in Figure 1 below. 

  

                                                      

2
 Reference values from Methodology for Reporting Commercial Office Plug Load Energy Use, NBI 2013  

Plug Load Metric Description 
PECI 

values 

Reference Values
2
 

Highest Median Lowest 

Weekday Power Density (W/SF) Summarizes performance for a typical 
workday over 24 hours 

0.36 1.60 0.45 0.10 

Occupied Power Density (W/SF) Summarizes performance during the 
day (6AM to 6PM) 

0.44 1.50 0.55 0.20 

Peak Demand Density (W/SF) Reflects the maximum plug load 
 

0.62 2.00 0.90 0.40 

Overnight Ratio A percent comparison of ‘night time’ 
performance versus ‘daytime’ 

59% 75% 55% 40% 

Weekend Power Density (W/SF) Summarizes performance for a typical 
weekend day or holiday over 24 hours 

0.23 1.50 0.30 0.08 

Weekend Ratio Percent comparison of ‘weekday’ 
versus ‘weekend’ 

66% 100% 70% 50% 

Annualized Energy Usage 
Density (kWh/SF) 

A projection of the annual energy 
usage per square foot based on the 
analysis period data 

2.81 14.00 3.00 1.00 

Plug Load Energy Use 

Office and kitchen 
equipment account for 
23% of commercial 
office energy use in 
California 

Source: CEUS (2006) 

http://newbuildings.org/index.php?q=PIER-research
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Figure 1: EPD&S metrics for PECI’s plug load energy use 

The EPD&S provides a useful visual representation to complement the Plug Load Summary Metrics to support 

our efforts to reduce energy use over time but also provides reference data for the energy modeling community 

using the input format for plug loads in an energy model. The Plug Load Summary Metrics divide the day into two 

equal 12-hour periods, but the hour-by-hour EPD&S provides the opportunity to review the ‘ramp-up’ and ‘ramp-

down’ periods at the beginning and end of the workday. Figure 1 indicates that morning plug load use starts to 

rise around 6am, and approaches its peak value by 9am. The end of the workday sees a more gradual shift in 

energy use starting at 3pm, and indicating some level of occupancy after the end of the official “occupied” period.  

Developing the metrics from office-level end use metering was helpful in setting a baseline, understanding some 

of the key characteristics of PECI’s plug loads, and helping to hone in on an area for further study: overnight 

energy use. In order to target reductions in PECI’s overnight use, we then had to gain a better understanding of 

what was causing it. 

Plug Loads Inventory & Device-Level Monitoring 

To gain a detailed picture of PECI’s plug use, our engineers executed a comprehensive plug load equipment 

inventory and selected a sample set of equipment for energy monitoring. To develop the inventory, we itemized 

28 types of plug load equipment in the office, and divided them into five main groups along with a “miscellaneous” 

category3 (see Table 2 below). One key consideration in developing this inventory framework was that we did not 

want the “miscellaneous” plug load category to constitute a high overall load, as the diversity of equipment in that 

category would make it harder to interpret the data. 

Populating the inventory was a labor-intensive exercise, involving 35 hours of employee time to count 1,617 

devices. The inventory provided a helpful overview of PECI’s plug loads, and was the basis for developing a 

device monitoring plan. PECI procured plug load monitoring and control devices from EnMetric Systems, which 

could both monitor energy use at individual outlets and also provide remote switching capability via the web. The 

EnMetric PowerPort is capable of monitoring and controlling up to 4 plug loads. Additional monitoring was 

provided through the use of single-outlet “Watts up?” meters that PECI had available. PECI’s engineers assessed 

the total plug loads inventory and developed a sampling plan that would involve monitoring 118 plug loads. In 

                                                      

3
 Examples of miscellaneous plug loads include radios, label printers, a heating pad, and an electric pencil sharpener 
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addition, PECI already had permanent monitoring in place for 132 pieces of IT equipment. The complete inventory 

and monitoring scheme is shown in Table 2.
 

Table 2.  PECI’s plug load equipment inventory. 

Group Plug Load Count Monitored 

Personal workstations/cubes 
personal offices 

Desktop PC 120 11 

Laptop 149 9 

Monitor 365 24 

Phone 287 0
4
 

Speakers 7 1 

Miscellaneous charger 85 6 

Network switch 14 2 

Task lighting 282 11 

Desk fan 8 2 

USB hub 5 2 

Conference/meeting rooms Mac Mini 39 9 

Projector 7 1 

Conference phone 14 0 

Monitor 11 2 

Shared office equipment Combination 
print/scanner/fax 

10 2 

Printer 7 3 

Kitchen and hospitality Refrigerator 3 3 

Mini-refrigerator 2 1 

Ice maker 4 0 

Vending machine 3 0 

Coffee maker 4 2 

Microwave 4 4 

Toaster 4 0 

Television 1 0 

IT equipment Server 22 22 

Router/switch 63 60 

UPS 11 11 

Other 39 39 

Miscellaneous Miscellaneous 47 23 

TOTAL  1,617 250 

The metering plan evolved as PECI learned more about the technical capabilities of EnMetric’s monitoring 

devices. We learned some lessons that we would apply for future plug load monitoring projects: 

 Sensitivity: What is the minimum load that the device can monitor, and is that appropriate for the types 

of equipment being studied? An alternative to EnMetric’s device was considered, but rejected because it 

could not record loads below 20W. 

 Communications: The device’s wireless communication range placed limitations on where devices could 

be installed across the three floors of PECI’s offices. Multiple communication “bridges” can overcome this 

limitation, but it’s something that needs to be considered upfront. Another major factor is overcoming 

firewalls and other IT security features to gain access to the company’s wireless or ethernet network. 

 Installation: Determine what is required to configure the monitoring devices. For example, can a single 

person install everything or is there a need for one person to be installing outlets while another observes 

the wireless communication bridge?  

 Location: The devices are physically bulky; they could be discretely hidden in offices and cubes, but in 

kitchens and meeting rooms they were sometimes difficult to place. 

                                                      

4
 PECI’s phones are “VOIP,” powered via Ethernet connections rather than conventional outlets, so are covered under IT equipment 
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 Time stamps: Check if data time stamp can be configured to suit various time zones, or is hard-

programmed to a single time zone such as GMT. If the latter is true, data will have to be edited after 

download. 

Once IT-related and other issues were addressed, the monitoring devices were straightforward to use, and were 

able to collect the data as per PECI’s monitoring plan. The initial phase of PECI’s study involved collecting seven 

days’ worth of data to validate the monitoring capability and to get an overall picture of plug load energy use. 

Some data ‘cleaning’ was required, to address anomalous zero values, but this was relatively minor. 

Device-Level Monitoring Results 

In order to use the device-level monitoring data effectively, the data collected for the sampled equipment needed 

to be extrapolated to represent the full equipment inventory. PECI’s engineers then estimated total plug load 

usage for the monitoring period by hour and daytype, and re-calculated the Plug Load Metrics listed in Table 1 in 

order to determine if the data extrapolation was approximately accurate. The metrics derived from the device-level 

monitoring were then compared to those derived from office-level metering5. The results are shown in Table 3. 

 
Table 3: Comparison of Plug Load Metrics derived from circuit-level metering and device monitoring 

Plug Load Metric Description 
Based on 

office-level 
metering 

Based on 
device 

monitoring 
(extrapolated) 

Weekday Power Density (W/SF) Avg weekday demand  
 

0.33 0.43 

Occupied Power Density (W/SF) Avg weekday demand between 6am 
and 6pm 
 

0.40 0.53 

Peak Demand Density (W/SF) Highest demand 
 

0.57 0.87 

Overnight Ratio (%) Nighttime avg demand as a 
percentage of daytime avg 

61% 61% 

Weekend Power Density (W/SF) Avg weekend demand 
 

0.22 0.29 

Weekend Ratio (%) Weekend power density as a 
percentage of weekday power 
density 

67% 68% 

Annualized Energy Use (kWh/SF) Total annual plug load energy use 
 

2.58 3.50 

 

Comparing the office-level metrics with the device-level metrics in Table 3, the Overnight Ratio and Weekend 

Ratio are similar, but in all other cases the device-level metrics are significantly higher. This could mean that the 

device-level sampling plan and/or the data extrapolation method need to be revised. One general observation is 

that, for both the circuit-level and device-level metrics, the main conclusion is the same: the priority is to look at 

energy use during unoccupied periods. 

                                                      

5
 For comparative purposes, circuit-level metering data was taken from the same time period as for the device level monitoring (2/12/2013-

2/19/2103). As a result, the values in this table do not exactly match the data shown in Table 1, which used data from 7/14/2012-2/21/2013. 
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With just one week of device-level data, measuring energy usage at 15-minute intervals, we learned a great deal 

about our plug load usage breakdown. Figure 2 illustrates the overall breakdown of loads by end use for daytime 

and nighttime periods on weekdays. 

  

Figure 2: Energy use breakdown, daytime and nighttime periods on weekdays 

 

In reviewing the charts above, our initial question was: why is so much equipment operating at nighttime, beyond 

the IT equipment, refrigerators, and freezers? Desktop PCs, laptops, monitors, conference room equipment, and 

printers constitute 33% of energy use between 6pm and 6am. It is likely that some people are working in the office 

beyond 6pm, but it appears there is high potential to reduce the overnight plug loads by targeting these 

equipment types. 

Another initial observation was that, during the daytime, desktop 

PCs and laptops account for 17% and 7% of overall energy use 

respectively. Based on the inventory, PECI’s offices have 120 PCs 

and 149 laptops, so the data shows that laptops were using less 

than half as much energy even though there are 25% more of them.  

Figure 2 provides a valuable overall comparison between 

equipment categories. To get a deeper understanding of the hour-

by-hour dynamics of energy use, a load profile chart was created. 

Figure 3 below captures a single weekday within the monitoring 

period.  
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 Figure 3: Monitored plug load data for a single weekday 

The time series chart reinforces some of the observations from the charts in Figure 2, showing the amount of 

equipment that continues to draw power long after it is needed (PCs, laptops, and monitors for example). The 

general downward trend between 6pm and 8pm might indicate employees working late, but later in the evening 

and into the early hours of the day there is still considerable energy use occurring.  

Conclusions 

The Plug Load Summary Metrics provided a valuable comparison to highlight the overall performance of the office 

space and identify areas to study for our more detailed metering and analysis. With just over one week of device-

level data, the plug loads monitoring has provided a highly detailed view of PECI’s hour-by-hour energy use, 

broken down by equipment type. Data collection and analysis are continuing, but for now this data serves as a 

useful snapshot for future comparisons, helped hone in on unnecessary overnight energy use, and can be used 

as the basis for some rough energy savings estimates. 

We also learned much about the approach to developing a monitoring plan, and to deploying plug load equipment 

monitoring. Integrating device-level monitoring with PECI’s IT network was the most significant hurdle that had to 

be overcome during this study. Beyond that, many of the planning and 

deployment elements were relatively straightforward, although in some 

cases time-consuming (for example the equipment inventory). 

Based on the data from our study, the initial priority is to target 

nighttime energy use of non-critical equipment. The Overnight Ratio of 

59% is above NBI’s median reference value of 55%. The device-level 

monitoring clearly indicates unnecessary energy use by Desktop PCs, 

laptops, monitors, conference room equipment, and printers during 

unoccupied hours. We will use this data to drive overnight energy 

reductions through controls and behavior-based strategies. The data 

will also be valuable as a baseline against which we can measure our 

progress in reducing energy use.  
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INTRODUCTION 

The purpose of this paper is to examine the issues related to the energy use category in commercial 
buildings commonly referred to as Plug Loads.  It is prepared as part of the NBI California Energy 
Commission Public Interest Energy Research (PIER) program on Evidence-based Design and Operations. 

Plug loads are frequently characterized as comprising energy consumption that arises from the use of 
devices connected to electrical receptacles (things plug into the wall outlets). Plug loads are an 
increasing use of energy in buildings, especially when considered as a percentage of the total energy 
consumption.  As building systems such as lighting and HVAC have become more efficient, and the 
envelope has become more thermally effective, the plug loads devices have grown in type and 
magnitude, even though individual devices may have become more efficient.  This is believed to be one 
of the main reasons that although major building systems such as lighting and HVAC have become much 
more efficient, building energy use intensity has not decreased over the three most recent decades of 
CBECS1 surveys (1983-2003). 

 

 

 

With a path in codes and programs headed towards Zero Net Energy (ZNE), plug loads have become a 
matter of increasing concern, both as a technological challenge and a policy driver. 

Plug loads make up a significant piece of energy use that is closely tied to occupant behavior. 
Plug loads are one of the largest and fastest growing end uses of the commercial sector. 
Between 2005 and 2030 they are expected to nearly double. The analysis of LEED NC projects in 
the state of California have plug load fractions that range from 35% to 49% for California LEED 
rated projects (depending on building use type), and 32% - 45% for “ZNE Capable” California 

                                                           
1
 The U.S. Commercial Building Energy Use Survey (CBECS) 
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LEED buildings. (The Road to ZNE: Mapping Pathways to ZNE Buildings, Heschong, Mahone 
Group; Dec. 2012) 

Regulatory Background 

The plug load energy use in a building primarily occurs after occupancy as users select items and 
equipment necessary for their tasks,  thus efforts to limit plug load energy use in constructions codes 
(such as energy codes and electrical codes) have not occurred until very recently.  Generally, plug load 
regulation was limited to requirements on the energy use of the products and appliances themselves, by 
federal standards and California Title 20 (Title 20).  Only recently have construction and energy codes 
begun regulating aspects of plug loads, such as the switched receptacle requirements in ASHRAE 2 
Standard 90.1 (90.1) and the task lighting requirements in California Title 24 (Title 24) 

Existing Program and Market Efforts 

Because consumer behavior and user behavior play such a large part in the amount of energy consumed 
by plug loads, the use of utility program mechanisms, such as product rebates, and voluntary programs 
such as EnergyStar, have played  a large part in influencing the amount of plug load energy use.  But as 
the plug load portion of building energy use continues to grow and the pressure increases to work 
toward Zero Net Energy (ZNE) buildings, accelerated and additional approaches are needed to impact all 
phases related to plug load energy use: construction phase, consumer choices, and operational 
behaviors.  

Utility program energy savings opportunities around miscellaneous unregulated energy uses can be 
characterized in these categories: 

1. Power Management. Promote management and control of device power management 
settings for computers, virtualization of data centers…, and  

2. Technology Improvements. Promote and procure more efficient technologies such as 
improved personal computers, monitors, printers, copiers and servers. 

3. Behavioral Approaches. Utility programs can incorporate messaging, prompts, and 
feedback displays within their programs.  Although the direct savings are more difficult to 
account for to this specific measure it is an important part of the full plug load savings 
strategy and should be included along with the two items above.  

4. System Efficacy. Ensure existing energy efficiency program strategies are effective such as 
the supply and temperature of heated and cooled air and light distribution so fewer 
personal space heaters, fans and lamps are needed. 

According to Dan York of ACEE in his article “The Next Generation Programs Reach for High 
Energy Savings” in the December 2012 edition of The Frontiers of Energy Efficiency:  

In the interim (until further research and program development is competed), programs should 
continue to target data centers, should continue expanding these offerings to servers outside of 
data centers, and should consider pilot programs building on the New Buildings Institute Plug-
Load Guide.  

                                                           
2
 The American Society of Heating, Refrigeration and Air Conditioning Engineers  www.ashrae.org   
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Plug Loads, Codes, and the Leap to Zero Net Energy Policies 

The increasingly stringent energy codes since the first “Energy Crisis” in the 1970s have significantly 
decreased energy levels in commercial buildings as represented by simulations of building energy use.  
This matches the policy objectives of the U.S. Department of Energy and several states including 
California.  As shown in Figure 1 below the standards required are a reduction of 40% of energy use 
compared with the standards in place in 1975.  

 

Figure 1: New Commercial Construction Code Stringency 1975-2010 Relative to 1975 Energy Use of ‘100’ 

However, these energy reduction achievements measure something referred to as “regulated loads” in 
energy codes.  ‘Regulated loads’ is a self-referential term directly reflecting whatever is delineated by 
the Scope section of that particular energy code.  In many ways, though, the term regulated loads has 
become synonymous with those energy loads regulated by model codes, such as ASHRAE 90.1, the 
International Energy Construction Codes (IECC), and state codes, such as Title 24. 

In the most recent energy code determination done for the U.S. Department of Energy (DOE), the 
nationally weighted energy savings for Standard 90.1-2010 over Standard 90.2-2004 was  33% for the 
“regulated loads” , but only 26% when plug and process loads are included  (Liu, et al; Achieving the 30% 
Goal: Energy and Cost Savings Analysis of ASHRAE Standard 90.1-2010).  This further demonstrates that 
over time a larger portion of the savings  sought in public policy is falling from the current scopes of 
energy codes, and that a keener focus must be placed on plug loads in working towards ZNE goals. 

Fortunately, the arbitrary distinction between regulated and unregulated loads has changed to be more 
inclusive within 90.1 itself.  The scope in the  most recent version of Standard 90.1-2010 was expanded 
to include “new equipment or building systems specifically indentified in the standard that are part of 
industrial or manufacturing processes.” And this growing inclusiveness has also occurred between the 
base codes, such as 90.1 and the IECC, and the ‘green codes’, such as ASHRAE’s 189.1 and the 
International Green Construction Codes (IgCC), as is documented later in this paper.    
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Figure 2: Change in Energy Use by System 

Source: Graph created by Ecova with data from EIA 2008 Annual Energy Outlook 

Thus, even though the “regulated loads” should be decreasing according toFigure 1 above, the actual 
total building Energy Use Index (EUIs)3 are behaving more like and becoming the dominant load growth 
area in the country.  This is illustrated in another way in Figure 3, where growth in the direction and 
magnitude of plug loads relative to other loads has continued to grow much more quickly than other 
loads. And as further illustrated in the Figure 2 above on the projections for 2030,  the trends in plug 
loads will make it much more difficult to achieve ZNE buildings even if traditional lighting, HVAC, and 
water heating is reduced to near zero energy. 

As the more permanent subcomponents of a building continue to improve in efficiency (envelope, 
HVAC, and lighting), the remaining plug loads are becoming a larger and larger portion of the 
overall load. In this “stress test” of Zero Net Energy design objectives, reducing the plug loads 
often proved critical to meeting the overall energy use targets. That is also the experience of 
most architects and engineers working on Zero Net Energy projects. 
(The Technical Feasibility of Zero Net Energy Buildings in California, Arup; Dec., 2012) 
 

The following section presents energy codes and other policies for plug load efficiency improvements 
within a framework of direct - /indirect distinction, rather than the regulated load designation.  Using 
the direct/indirect distinction is conducive for comparing policy choices and for framing specific 
recommendations. 

 

 

                                                           
3
 EUIs are the amount of energy use per square foot per year expressed in British Thermal Units (BTUs)/sf/yr and 

provide a benchmark reference for the comparison of energy use across like types of buildings.  
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POLICY APPROACHES  

In the last couple of years we have seen a number of policies put forth that seek to more closely 
regulate plug loads, and other ‘unregulated loads’ not addressed by energy codes,  in commercial 
building.  While energy codes certainly are a major factor in setting minimum requirements and 
ensuring energy savings, there are several other policy approaches discussed in this section that can 
enable plug load efficiency gains.  Each approach is described and examples provided of where the 
approach is applied or being considered.  

Energy Codes and Standards 

Energy codes are the most direct policy tool for addressing and reducing plug loads in commercial 
buildings. There are several direct approaches used by the three major code bodies in the U.S. (ASHRAE 
2010, IgCC and Title 24) and a number of indirect approaches that seek to increase the visibility of plug 
loads within a building.  A summary of the application of these plug load regulatory mechanisms in 
current codes can be found in Table 1 at the end of this section. 

Controlled Plugs (direct approach) 

This approach requires that a minimum amount of receptacles in a building be on an independent circuit 
that is capable of being switched off through the use of a controller. In all cases these controlled 
receptacles are required to be easily distinguishable by occupants from the other non-controlled 
receptacles within the building. The three major codes or Standards – ASHRAE, IgCC (within the IECC), 
and Title 24 – have some requirements that fall under this approach. These are described below.  

 ASHRAE 90.1 2010: At least 50% of all receptacles in private and open offices and in computer 
classrooms need to be automatically controlled by time clock, occupant sensor or other system 
that is capable of indicating that the area is unoccupied.  

 IgCC 2012: Buildings used for office and educational purposes are required to provide 
receptacles that are controlled by occupant sensor or time switch that are evenly distributed 
throughout each space. In addition this code requires that computer office equipment and AV 
systems be plugged into these controlled receptacles. 

 Title 24 20134: At least one controlled receptacle is to be installed within six feet of each 
uncontrolled receptacle in all buildings. Hotels and motels are required to have at least half of 
the receptacles in each guest room be controlled. 

Appliance Standards (direct approach) 

Appliance standards provide a critical direct approach to ensuring that manufacturers are meeting 
specific performance requirements.  These efficiency requirements are set forth in the National 
Appliance Energy Conservation Act (NAECA), Energy Policy Act (EPAct) and the Energy Independence 
and Security Act (EISA). In California appliances need to meet the minimum efficiency requirements of 
Title 20. In California the requirements under Title 20 address only larger appliances and ‘white goods’ 
that might be found in some non-residential (commercial) buildings such as refrigerators….what else? 

Wiring & Metering Approaches (indirect approach) 

One of the most significant challenges when it comes to addressing and reducing plug loads is that 
energy use related to plug loads is strongly associated with building occupants and their behavior 

                                                           
4
 The Title 24 2013 Standard is scheduled to go into effect January 1, 2014 
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patterns. A secondary policy approach is to put measures in place that increases the accessibility and 
visibility of plug load energy usage to commercial building occupants. The following energy codes and 
standards feature requirements, based on use thresholds, for the wiring and metering of circuits 
associated with plug load energy use. 

 ASHRAE 189.1 2011: All buildings with connected plug and process loads that exceed 50 kVA are 
required to include subsystem measurement devices with remote capability that measure 
energy consumption data and communicate it to a data acquisition system. 

 ASHRAE 90.1 2010 (Addendum BN): All new commercial buildings greater than 25,000 square 
feet shall include separately metered receptacle circuits. This data is to be reported regularly to 
the tenants of each tenant space.  This requirement does not apply to hotels, motels and 
restaurants.  

 IgCC 2012: Energy sub-metering of plug loads is required for all buildings 25,000 square feet or 
larger. 

 Title 24 2013: There are four different energy thresholds with varying levels of disaggregation 
requirements for plug load circuits. All commercial buildings with a plug load service between 50 
kVA and 250 kVA need to aggregate plug loads separately from other loads in the building. 
Buildings with a plug load service exceeding 250 kVA need to separate plug loads by floor, type 
or area. In addition, groups of plug loads exceeding 25 kVA in an area less than 5,000 square feet 
need to also be on a separate circuit.   

 Oregon Reach Code: The distribution of all convenience receptacles needs to be isolated from 
other load types in the building.  

Task Lighting Approach 

Task lighting serves an important role in many commercial environments providing additional 
illumination for building occupants on an as-needed basis. When accounted for in a larger lighting 
design, task lighting can be an effective way to reduce overall space lighting energy use by putting the 
lumens at the work surface. Because task lights are most commonly plugged into convenience 
receptacles they fall into the plug load category and therefore are difficult to “touch” from a policy 
perspective. Title 24 2013 requires all portable lighting systems to be accounted for in the lighting power 
density (LPD) space limit but provides a budget of .3 watts per square foot for task lighting. The Energy 
Code of Canada also requires that “supplemental interior lighting provided by movable or plug-in 
luminaires” be accounted for when determining compliance with installed lighting power limits.   

Outcome-based Codes Approach 

A code approach that relies less on addressing the building in the construction phase, but more in the 
operational phase is frequently referred to as an Outcome-Based Codes (OBC).  Outcome-based codes 
rely on the demonstration of the building meeting some target for energy for energy consumption, 
usually based on at least 12 months of measured energy use data.  The targets can be set by building 
energy simulations, or derived from surveys, such as CBECS or CEUS. 

Though this code approach is only now in the pilot phase at…., it offers excellent potential for  coping 
with the most significant issues around plug loads – their variability among buildings and inability to be 
regulated in the construction phase.  Several hurdles need to be addressed for outcome-based codes, 
chief among them is the question of enforcement mechanisms available long after the building has been 
occupied, but OBCs offers significant promise in the medium- to long-term to address energy 
consumption by plug loads. 
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Modeled Approaches 

For the purposes of complying with energy codes computer modeling is typically used. In the energy 
modeling programs plug loads are treated the same in the code baseline building and the proposed 
building.  This means that plug loads do not directly impact the building’s energy use calculation relative 
to the code baseline, but they do have an impact on factors that could influence the load placed on 
other systems in the building, such as the HVAC system, that do figure in the code compliance 
calculation. 

Reach (or Stretch) Code Approaches 

Several states and cities, including California, have adopted mechanisms that require an energy saving 
level beyond the base energy code.  California’s CalGreen has been adopted by over 100 jurisdictions, 
and similar actions are underway in Massachusetts and Oregon.  At this point, none of the requirements 
for plug loads in these codes exceed those in ASHRAE 90.1-2010 or Title 24, but the Reach Codes, where 
available, provide a mechanism for implementing plug code requirements on less than, or in advance of, 
a full statewide mandatory basis.  

Table 1: Policy Approach Matrix 

 Switched Outlets Wiring/Metering Task Lighting Energy Star Relevant 
Jurisdiction(s) 

Title 24 2013 X X X  California 

ASHRAE 2010 X X  X Maryland 

IgCC 2012 X X  X Rhode Island
5
 

Oregon Reach 
Code 

 X   
Oregon 

ASHRAE 189.1 
2011 

 X  X 
Army Corp of 
Engineers

6
 

National Energy 
Code of Canada  

  X  
 

 

Cross-Cutting and Behavioral Approaches 

When discussing successful policy approaches to reducing plug load energy use it is important to look at 
what can be done beyond the receptacle level and address the devices that are plugged into those 
receptacles and the building occupants using those devices.  Steps have been taken to address power 
consumption at the device level, especially related to servers and computer use. The “behavioral” piece 
is possibly the biggest wildcard when it comes to achieving lower plug loads in commercial buildings. 
The recent research through Ecova and NBI on Plug Load Savings Assessment details the office 
equipment device-level energy use and metered savings from a variety of field applied software, 
hardware and behavioral approaches7.   

                                                           
5
 Adopted for Public Buildings only 

6
 Proposed 

7
 The Plug Load Savings Assessment Report is available at www.newbuildings.org/PIER-research 

http://www.newbuildings.org/PIER-research
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Occupant Engagement Approaches 

Engaging building occupants in an effort to reduce energy use can be an effective policy approach to 
achieving low plug load energy use as proven by a number of recently developed behavior programs 
that have been implemented in the workplace (Bin 2012?). In order for such a program to be effective it 
is critical to have buy-in from upper management, assemble a committed team and directly engage 
employees through a variety of social engagement and communication tools.  Listed below are a 
number of examples of occupant engagement programs that have demonstrated reduced energy use. 

 BC Hydro’s “Conservation Action!” program 

 U.S. House of Representatives “Green the Capitol” 

 The Empire State Building’s “Tenant Energy Management Program” 

 Investa Property Group’s “EcoSpace” Initiative  

A second occupant orientated approach that can result in reduced plug loads are “Green Leases” that 
are implemented by commercial real estate services firms. According to a recent California report 
“investing in high performing technologies will not make a significant difference if the equipment is not 
used and calibrated properly” (citation). These can include purchasing agreements for efficient 
equipment and incentives for improved performance. 

Cloud Computing 

A recent report by the NRDC determined “that running a computer application in the cloud is generally 
more energy and carbon efficient than running it in your server room because cloud commuting can 
serve more customers at the same time, achieving economies of scale” (Is Cloud Computing Always 
Greener 2012). The report also determined that there were a range of possible outcomes and that for 
efficiencies to be realized by switching to virtualization and cloud computing alternatives, best practices 
would need to be enacted. 

Voluntary Appliance Mechanisms 

The two most successful and effective policy mechanisms in place for promoting the most efficient 
appliances, beyond what is required by federal standards are the US DOE’s EnergyStar rating and 
TopTen USA. TopTen USA8 is an independent, nonprofit organization that identifies the most energy-
efficient products on the market on a continuous basis and serves as a valuable resource for companies 
and building owners interested in committing to low plug load energy use through the purchasing of the 
most energy efficient appliances available.  

NEXT STEPS FOR CALIFORNIA 

Relationships to ZNE Commercial Building Codes 

There are two important types of plug load recommendations with regards to meeting ZNE goals for 
commercial buildings.  

1. Energy Use Reduction at the Device? The first recommendation relates to reducing plug loads 
directly to reduce the direct power consumption, and to reduce the secondary consumption due 
to increased cooling requirements in the California climate types. “California Zero Net Energy 

                                                           
8
 http://www.toptenusa.org/  

http://www.toptenusa.org/
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Buildings Cost Study” (Davis Energy Group, December, 2012).  These recommendations will be 
broken out in the sections below. 

2. Plug Load Codes and Targets? The second type of ZNE recommendation relates to developing 
building energy targets, and moving the targets into codes. Building energy targets necessarily 
include plug loads, whereas current building codes due not. In addition, energy use targets are 
an essential component of outcome-based codes if that development is ever to occur.   

The language typically used to express code changes is in terms of percent improvements over 
the previous standards. This language is counter-intuitive to achieving the ZNE goals. Since we 
[California Title 24]  have only two code cycles to 2020, and another three until 2030 each 
successive code update must target a greater portion of the regulated energy use of the building 
than the previous standard. However, the absolute magnitude of savings (TDV, kWh, Therm) 
may actually be lower in each successive code update. Thus a percent better than previous code 
language is actually misleading and may lead to confusion at best and opposition at worst. 
Instead, laying out a clear goal of a code performance target has the advantage of simplicity and 
ease of comparison to other ZNE metrics. (The Road to ZNE; Pacific Gas and Electric; Dec, 2012) 

Recommendation 1: Complete research and implement pilot programs to demonstrate energy use 
performance targets in codes.  

 

Efficient Task Lighting 

The Title 24-2013 approach to task lighting of including a power budget could be enhanced by requiring 
the most efficient lighting technology available.   

Recommendation 2:  Setting efficacy requirements for all task lighting to ensure that efficient 
technologies such as Light Emitting Diodes (LEDs) are implemented.  

 

Recommendation 3: Make use of realistic default task lighting values (eg. per workstation) when 
submitting project plans for Title 24 lighting power density calculations to facilitate accounting for and 
reducing task lighting loads. 

Optimized Appliances in Title 20 

Recommendation 4:  Continue to move toward lower power limits as technologically feasible for 
appliance standards and expand to include  electronics that feature standby, sleep and idle modes of 
operation - particularly for large plug contributors such as computers.  

 

Appliance and Equipment Purchase Voluntary Programs   

Recommendation 5:  

Continue equipment efficiency incentive programs. Finding new ways to incentivize the outcomes 
of smart equipment purchasing and operations strategies – tapping into submeter data or 
disaggregated smart meter data for the Measurement & Verification (M&V) – is another 
pathway worth exploring. This could provide better return on investment to the IOUs and allow 
building owners more leeway in collaborating with the IOUs in addressing the plug load 
reduction challenges. (Such outcome based programs could be challenging to implement in new 



Commercial Plug Load Energy Use Policy 

New Buildings Institute - 11 -  March 2013 

construction projects where there is not a baseline for M&V.) (The Technical Feasibility of Zero 
Net Energy Buildings in California, Arup; Dec., 2012) 

 

Turning Off Idle Equipment 

Recommendation 6:  Align with the findings from this PIER research in the Savings Assessment Report 
(Ecova, NBI 2011) and Arup’s recommendation in the Technical Feasibility Study for NZE buildings 
pertaining to Power Management methods for energy reductionof off or idle Equipment: 

Sensors and software are becoming ever more proficient at reducing equipment loads when a 
piece of equipment is not necessary for occupant use in buildings and homes. The resulting 
energy savings – a type of automated conservation – are potentially as important as future 
equipment efficiency gains. 

Promote and/or regulate the application of control systems in buildings and homes to drive 
integration with ever more equipment. There are ample opportunities for research in the sector 
that should bear fruit in short order. Continuing to improve interoperability of the systems as 
well as installation simplicity is important in making the promise of sensor systems a reality.  

Further research establishing how a host of sensor applications will affect building equipment 
schedules within energy models will facilitate future analysis of the systems in the context of a 
building’s overall energy use. (The Technical Feasibility of Zero Net Energy Buildings in California, 
Arup; Dec., 2012) 

 

Regulating “The Cloud” 

Computer systems should have increasingly effective sleep functions that move the systems into a low- 
energy consumption mode when not being utilized but permit both a rapid and remote (for enterprise 
applications) return to full functionality.  The final step in minimizing onsite computing energy is to 
move computing functions and data storage to a highly efficient “cloud”. “Private clouds” may be 
available for larger operations, and “public clouds” are available to all users.  However, further analysis 
by NRDC and WSP Environment & Energy found that: 

While cloud computing is generally more energy efficient and has a smaller carbon footprint 
than on-premise server rooms, not all clouds are created equal: some clouds are greener than 
others; and an on-premise server room that implements energy efficiency best practices can be a 
greener alternative than a “brown” cloud. (The Carbon Emissions of Server Computing for Small 
to Medium-Sized Organizations—A Performance Study of On-Premise vs. The Cloud, 2012) 

 

The energy efficiency rating of a data center is expressed as “Power Use Effectiveness” (PUE).  PUEs 
have been increasing at a rapid rate.  For instance, the Open Compute Project9 was outcome of the 
Facebook high performance data center design located in Prineville Oregon. A significant product of this 
Open Compute Project is a specification for a data center that “maximizes mechanical performance and 
thermal and electrical efficiency”. The National Renewable Energy Lab (NREL) has also published its Best 
Practices Guide for Energy-Efficient Data Center Design which includes equipment and component 

                                                           
9
 http://www.opencompute.org/  

http://www.opencompute.org/
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recommendations. These are two examples of possible design requirements for data centers that would 
ensure that shifting this computing load from server closets to the cloud would result in known 
efficiency gains.  

Recommendation 7:  As efficiencies and usability of “cloud computing” increases, and mobile devices 
become more ubiquitous, every effort should be made to encourage use of the most energy efficient 
cloud computing resources, and to minimize the installation and use of onsite equipment 
commensurately.   

 

SUMMARY OF RECOMMENDATIONS: 

1. Develop and set energy use targets through existing regulatory (Title 24), possible new 
pathways (Outcome-based) and voluntary (Reach, Stretch or Green) codes for commercial 
buildings. 

2. Set minimum efficacy ratings for task lighting. 

3. Set default task lighting densities for compliance with Title 24 lighting power densities. 

4. Reduce, where possible, stand-by power use limits in Title 20 requirements. 

5. Maintain and enhance appliance efficiency programs while piloting outcome-based (measured) 
approaches. 

6. Apply power management strategies through integrated control systems and behavioral 
modifications to minimized unnecessary power usage. 

7. Encourage migration of onsite computing function to the most energy efficient cloud-based 
systems. 
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Commission at 916-327-1551. 

  

http://www.energy.ca.gov/research/


iii 

ABSTRACT 

This report details all tasks, findings, and recommendations undertaken for the Enhanced 

Skylight Modeling and Validation project. The scope involved developing and validating 

computer simulation alternatives to physical measurements for producing optical daylighting 

system photometry. The project plan included comparing several physical photometric 

measurements of optical daylighting systems to computer models, and validating the use of 

computer simulation to produce this photometric information.  The key activities were skylight 

device measurements and material testing, data processing, and computer simulations setup 

and analysis. 

To achieve a robust validation of the computer simulation methods, it was ideal to have 

physical skylight system measurements from a wide variable range of sky conditions as well as 

skylight systems.  The selected skylight devices were tested at a goniophotometer testing facility 

located in Greenwood, South Carolina. 

One key step in creating accurate computer models of the skylight systems was to model 

accurate optical properties of the surfaces in those systems.  Visible reflectance and 

transmittance measurements were made for any surface that interacts with the optics of the 

system. Samples of these materials were cut from the actual skylights tested for detailed 

measurements of the transmittance and reflectance.  

The simulation process used the created sky sources, the geometric models, and material 

models to calculate an output photometric distribution for comparison with the measured 

photometric distributions. Three software platforms were used: Radiance, TracePro, and 

Photopia. 

Findings indicate that it is possible to use computer simulations to accurately model and 

produce optical daylighting system photometry information. Further work is recommended to 

establish protocols for material testing and work with manufacturers to produce optical 

daylighting system photometry data for their products.  

Keywords: Daylighting, Skylights, Photometry, TracePro, Radiance, Photopia 
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EXECUTIVE SUMMARY 

This report details all work undertaken for the Enhanced Skylight Modeling and Validation 

project: research aimed at developing and validating computer simulation alternatives to 

physical measurements for producing optical daylighting system photometry information. 

Current industry standards rely on physical daylighting system photometric labs which have 

inherent limitations in their measurement ability, including sky and size constraints, 

photometric resolution constraints, time constraints and geographical (solar altitude) 

constraints as well as questionable accuracy. 

The research team was led by Architectural Energy Corporation (AEC) and the California 

Lighting Technology Center (CTLC). AEC’s key subcontractor was Daylighting Innovations 

(DI) that performed the simulation work and validation analysis. The CLTC was responsible for 

the physical measurements with support from DI. Other key technical and match contributors 

included LTI Optics, Velux, Lambda, Lawrence Berkeley National Laboratory (LBNL) and 

Daylight Technologies.  

The goal of the project was to develop and validate computer simulation methods as 

alternatives to the industry standard of physical measurements for producing accurate and 

useful optical daylighting system photometry.  The project approach was to compare several 

physical photometric measurements of optical daylighting systems to computer models, 

validating the use of computer simulation to produce this photometric information.  The project 

is comprised of two main groups of tasks to achieve this goal: measurement tasks and 

simulation tasks. 

The goal of the measurement tasks is to obtain real-world skylight system photometric data 

along with simultaneous measurement of the sky and solar resource.  The measurements were 

conducted, on July 21 and 22, 2010, at the Velux Daylighting Laboratory facility, in Greenwood, 

South Carolina.  Three skylights configurations were selected for the study to represent a range 

of optical complexity: from very simple single optics to more complex systems with multiple 

optical layers. Each daylight system had a different installation configuration.  Photometric files 

were obtained for 24 out of the 32 tests, of which 12 were chosen for final validation with 

computer simulation: four for each of the three skylight systems. For each skylight system, a test 

representing a low, mid, and high sun angle was chosen under a clear sky as well as a partly 

cloudy condition. This set of 12 skies was used to validate the computer simulated 

photometry(luminous intensity). 

The goal of the simulation tasks was to develop modeling protocols and simulation 

methodologies and validate against the data provided in the measurement tasks.  This involved 

creating representative computer models of all aspects of the daylighting system; the sky and 

sun source, the skylight system geometry and material characteristics, and the near-field meter 

locations.  Three common lighting simulation tools were explored:  TracePro, Photopia, and 

Radiance.   Various simulation settings and methodologies explored for each simulation engine 

are presented and the final simulation results from each engine are compared to the measured 

data obtained.  The following general conclusions can be drawn from the study. 
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The process of creating detailed reflectance and transmittance (BSDF) measurements of the 

main optical surfaces interacting was explored in detail.  There are a number of different 

methods for creating and standards for documenting these BSDF definitions.  A general 

measurement is discussed as well as the standard used in each of the three simulation engines.  

In general, the modeling, measurement and simulation techniques presented here are shown to 

produce accurate optical daylighting system photometric information.  This and other 

conclusions and recommendations are summarized in Chapter 9.   
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CHAPTER 1: Introduction 

This report details all work undertaken for the Enhanced Skylight Modeling and Validation 

project: a project aimed at developing and validating computer simulation alternatives to 

physical measurements for producing optical daylighting system photometry information.  

Current industry standards rely on physical daylighting system photometric labs [1] which 

have inherent limitations in their measurement ability, including: 

 Size constraints – it has been shown that to obtain reasonably accurate far-field photometric 

results the measurements have to abide by a 5:1 rule: they need to be taken at a distance of 

at least 5x that of the largest luminous element dimension.  Given that many skylight are at 

least 5’x4’ if not larger, this requires the measurements to be taken at [6.4’(diagonal) x 5 = ] 

32’ away from the skylight inside aperture.  This then requires either the use of mirrors 

and/or a building with a 32’ roof height. 

 Sky constraints – regardless of the physical location of the daylighting lab, there are 

limitations as to the solar angles and sky conditions that will be available.  Unless the lab is 

between the tropics of Capricorn and Cancer, they will never experience sun angles directly 

overhead and the higher the latitude the lower the peak sun angle will be.  Morning and 

evening conditions can suffice for measuring lower sun angles but the weather doesn’t 

always cooperate.  If sunny measurements are desired for a given time and day, there is no 

guarantee that condition will be available. 

 Photometric resolution constraints – many of the prismatic and Fresnel optics used in 

skylight systems, in combination with the extremely intense parallel beam source of the sun, 

produce distinct luminous patterns with sharp peaks and valleys in the luminous intensity 

distribution.  These variations require a high resolution of measurement points to capture.  

Ideally, this would come along with an integrating sphere measurement to ensure all light 

has been captured and accounted for. 

 Time constraints – ideally, daylighting systems will have performance information for the 

range of sun and sky conditions that may exist.  In order to obtain this full set of daylighting 

performance conditions, measurements often need to extend for several months.  If the 

latitude is greater than 25°, then the measurements also need to encompass the summer 

solstice and often the winter solstice as well depending on the ability to rotate the skylight 

system. 

It is the authors’ hypothesis that clearly defined and validated computer simulation methods 

for analyzing the performance of optical daylighting systems would alleviate all these inherent 

limitations with the current industry standard of physical measurements in the following ways: 

 Size Constraints – a computer simulation model has no constraints relative the geometric 

size of the daylighting system.  In fact, absolute far field measurements are possible (an 

infinite measurement distance). 

 Sky Constraints – standardized sky representations, such as those adopted by CIE or the 

Perez model, can be easily created, and consistently duplicated, in a computer simulation 

environment.   Additionally, the real-sky luminance mapping techniques used in this study 
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and others can be used to convert these measurements into a source file to be used in ray 

tracing. 

 Photometric Resolution Constraints – there is a minimal limit to the resolution a computer 

simulation can provide.  For higher photometric resolutions, the total ray count/densities are 

increased resulting in increased rendering times but the overall simulation times are well 

within reason. 

 Time constraints – computer simulations may take up to a day to perform which is still 

much quicker than a 6 month season of measurements. 

The goal of the project is to develop and validate computer simulation methods as alternatives 

to the industry standard of physical measurements for producing accurate and useful optical 

daylighting system photometry.  The project plan is to compare several physical photometric 

measurements of optical daylighting systems to computer models, validating the use of 

computer simulation to produce this photometric information.  The project is comprised of two 

main groups of tasks to achieve this goal: measurement tasks and simulation tasks. 

The goal of the measurement tasks is to obtain real-world skylight system photometric data 

along with simultaneous measurement of the sky and solar resource.  The measurements were 

conducted, on July 21 and 22, 2010, at the Velux Daylighting Laboratory facility, in Greenwood, 

South Carolina.  Three skylights configurations were selected for the study to represent a range 

of optical complexity: from very simple single optics to more complex systems with multiple 

optical layers. Each daylight system had a different installation configuration.  The 

measurement facility and equipment are described in Chapter 2. In order to capture the 

luminance distribution of the sky, a sky luminance measurement system was developed based 

on high-dynamic-range photography and auxiliary zenith luminance and horizontal 

illuminance measurements.  This equipment and measurement methodology are described in 

Chapter 3.  The resulting sky measurements and skylight system photometry are presented in 

Chapter 4. 

The goal of the simulation tasks is to develop modeling protocols and simulation 

methodologies and validate against the data provided in the measurement tasks.  This involves 

creating representative computer models of all aspects of the daylighting system; the sky and 

sun source, the skylight system geometry and material characteristics, and the near-field meter 

locations.  The measured sky luminance distribution and zenith luminance and horizontal 

illuminance measurements were processed to create representative daylight source computer 

models and geometric models were built to represent the different skylight systems and the 

near-field measurement locations, described in Chapter 5.   

Three common lighting simulation tools were explored:   

Two dominantly forward ray-tracers that excel at modeling optical lighting and imaging 

systems and offer numerous design tools: 

 TracePro – TracePro is commercially available software from Lambda Research 

Corporation.  From their website (lamdares.com ) – “TracePro is a comprehensive, versatile 

http://www.lamdares.com/
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software tool for modeling the propagation of light in imaging and non-imaging opto-

mechanical systems.” 

 Photopia – Photopia is commercially available software from LTI Optics. From their website 

(www.ltioptics.com) - “Photopia is a fast and accurate photometric analysis program that 

produces comprehensive performance evaluations for non-imaging optical designs.” 

One backward ray-tracer that excels at tail end illuminance calculations and renderings of 

product models or architectural spaces: 

 Radiance – Radiance is a free software available from Lawrence Berkeley National Labs.  

From their website (www.radiance-online.org) – “Radiance is a suite of programs for the 

analysis and visualization of lighting in design.” 

Chapter 6 describes the process of creating the necessary detailed reflectance and transmittance 

measurements of the main optical surfaces interacting with the daylight, namely the prismatic 

lenses and reflective side walls, and creating BSDF models for simulation.  There are a number 

of different methods for creating and standards for documenting these BSDF definitions.  A 

general measurement is discussed as well as the standard used in each of the three simulation 

engines explored.  Chapter 7 discusses the various simulation settings and methodologies 

explored for each simulation engine including ray-tracing parameter settings, measurement 

locations, and sky and sun source size and resolutions.  The final simulation results from each 

engine and comparisons to the measured results are presented and discussed in Chapter 8.  

Overall conclusions and recommendations are provided in Chapter 9. 

 

  

http://www.ltioptics.com/
http://www.radiance-online.org/
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CHAPTER 2: Testing Facility and Skylight Systems 

To achieve a robust validation of the computer simulation methods, it is ideal to have physical 

skylight system measurements from a wide variable range of sky conditions as well as skylight 

systems.  This section discusses the selected goniophotometer testing facility location, the 

climate of the facility, and the skylight systems used.  

Velux Daylight Laboratory 

The testing facility used in this project is an 18’x18’x18’ building owned by the Velux Company 

and located in Greenwood, South Carolina, see Figure 1. The exact geographical coordinates of 

the building are 34° 13.057’ N Latitude and 82 ° 6.501’ W Longitude.  

  

 

Figure 1: Velux Daylighting Laboratory Location, Building and Surroundings 
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This building was designed to house a custom-built goniophotometer for measuring the 

luminous intensity distribution that emanates from a maximum 2’x2’ skylight, see Figure 2.  The 

goniophotometer system is comprised of sensors, data logging equipment, and a computer that 

controls the overall measurement process and capture. To allow the roof to receive direct 

sunlight, the building is placed such that there are no significant obstructions.  The angular 

height of surrounding buildings and trees was less than 10° above the horizon. 

  

Figure 2: Velux Daylight Photometry Building and Equipment 

Climate Information 

The ideal testing period would include a range of sky conditions, from clear skies, to partly 

cloudy to overcast conditions, and for a range of sun angles from low to high.  Climate 

information for Greenwood, shown in Figure 3, was reviewed to plan an optimal time for 

measurements.  It can be seen that the sunniest days in Greenwood occur from early April to 

late October, with 65-70% sunshine.  These days are also very humid with 80-90% relative 

humidity which results in a broader distribution of brightness around the solar disc.  Cloud 

cover increases and clear days are less frequent into the winter months.   

Because sun angles are high and there was a good chance of mixed conditions, measurements 

were performed in July and fortunately adequate sky conditions were present throughout the 

measurements.  Overcast conditions were not present but some partly cloudy conditions were 

captured. 
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Figure 3: Maximum Daily Horizontal Illuminance 

Skylighting Systems 

Three skylights configurations were selected for the study to represent a range of optical 

complexity: from very simple single optics to more complex systems with multiple optical 

layers.  Table 1 illustrates the different skylight configurations selected and products used.  The 

systems and their installation are described in more detail in the following sections. 

Table 1: Skylight types and systems selected for study 

Skylight Type Selected products Image 

1 

Basic skylight: 
minimal optics, 

“low” aspect ratio 

Sunoptics1 pyramid 
skylight 

Top prismatic lens 

White diffuse 
lightwell 

 

2 

Moderate skylight: 
dual optics, “med” 

aspect ratio 

Sunoptics pyramid 
skylight “light cube” 

Top and bottoms 
prismatic lens 

Reflective lightwell 
 

3 

Advanced skylight: 
multiple optics, 

“high” aspect ratio 

Sun Tunnel™2 

Top clear lens 

Bottom prismatic lens 

Reflective tubular 
lightwell 

 

 

                                                      

1 http://www.sunoptics.com/ 

2 http://www.veluxusa.com/Consumer/Products/SUN_TUNNEL_skylights  

http://www.sunoptics.com/
http://www.veluxusa.com/Consumer/Products/SUN_TUNNEL_skylights
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Simple prismatic skylight 

This configuration was achieved using only the top part of a Sunoptics prismatic skylight.  A 

white foam core material was applied to the 2’x2’x2’ wood-framed light well to better represent 

a real application and to allow the light well's optical properties to be accurately characterized.  

Figure 4 shows the installation of the simple prismatic skylight system and the white foam core 

applied to the vertical surfaces of the light well. 

 
Foam core mounting 

 
Skylight top and strips before mounting 

 
View of light well with foam core 

installed 

 
Skylight after installation completed 

 
View of light well from interior 

Figure 4: Installation of the simple prismatic skylight system 

Prismatic skylight with integrated specular light well 

For this configuration the complete (top and base) Sunoptics prismatic skylight system was 

used. This system has two prismatic diffusers, one at the top and the other at the bottom of the 

specular light well. In order to have a known reflectance in the vicinity of the bottom diffuser of 

this system, narrow strips of white foam core material were applied to the exposed parts of the 

wood-framed light well.  Figure 5 shows the installation of the prismatic skylight with 

integrated specular light well and bottom diffuser and the foam core strips below. 
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Installation of foam core strips 

 
View of light well after installation of 

strips 

 
Installation of lightwell and bottom 

diffuser 

 
Interior of the integrated specular 

lightwell 

 
Top of skylight after installation 

completed 

 
View of installed skylight from the 

interior 

  Figure 5: Installation of the Sunoptics LightCube 

Tubular skylight 

A 3' deep Velux Sun Tunnel skylight was used for this configuration as seen in Figure 6.  It has a 

clear plastic dome, a three-foot highly specularly reflective tube, and a bottom diffuser. The 

bottom diffuser was flush with the bottom of the light well requiring no optical correction. 

 

Figure 6: Velux Sun Tunnel Installed 
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CHAPTER 3: Measurement Equipment, Settings and 
Procedure 

To ensure an accurate computer model representation of the physical test, simultaneous 

daylight resource and daylight system photometry information is needed.  There is high 

variability in sky brightness distributions, especially under partly cloudy conditions, so for this 

study the sky distribution measurements were taken on the roof during the same time as the 

goniophotometer measurements in the building below.  The equipment on the roof used to 

capture the sky resource, the goniophotometer measurements and computer controls, and the 

measurement procedure followed to collect all data is described in this chapter. 

Sky Measurement Equipment 

The variety of different measurement devices utilized to accurately capture the sky resource 

following the methods developed by Thanachareonkit et al., can be seen in Figure 7. 

 
1) Nikon Coolpix 5400 camera  

2) Nikon FCE9 Fisheye converter lens for the Nikon Coolpix 5400 camera 

3) Nikon UR-E10 converter adapter for the Nikon Coolpix 5400 camera 

4) Tripod for the Nikon Coolpix 5400 camera 

5) Shading disk for the Nikon Coolpix 5400 camera 

6) Konica Minolta luminance meter LS 110 

7) Tripod for Konica Minolta luminance meter LS 110 

8) Konica Minolta CL-200 Chromameter ( Velux) 

9) Konica Minolta CL-200 Chromameter (CLTC) 

10) Tripod for Konica Minolta CL-200 Chromameter (CLTC) 

11) Shading disk for Konica Minolta CL-200 Chromameter (CLTC) 
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Figure 7: Equipment on the Roof 

The equipment was used to provide 4 groups of measurements, as described in Table 2.  Sky 

zenith luminance measurements were taken to compare and calibrate the sky luminance 

mapping.  In addition, horizontal and diffuse illuminance measurements were taken to further 

compare and calibrate the captured luminance maps. 

Table 2: Equipment used for each measurement 

Measurement Equipment 

Group 1: sky luminance at 
zenith 

Using luminance meter (6+7) 

Using HDR camera 
(1+2+3+4+5) 

Group 2: sky luminance 
mapping 

Using HDR camera 
(1+2+3+4+5) 

Group 3: Global horizontal 
illuminance 

Using CLTC illuminance meter 
(9+10) 

Using Velux illuminance meter ( 
8) 

Group 4: Diffuse horizontal 
illuminance 

Using CLTC illuminance meter 
with shading disk (9+10+11) 

 

Sky luminance measurement system  

High dynamic range (HDR) imaging was used to acquire the sky luminance distribution.  The 

HDR imaging system was based on a Nikon Coolpix 5400 digital camera, equipped with a 

fisheye lens, and the Photosphere HDR imaging software.  The camera was placed on a tripod, 

pointing upward, with its sensor in a horizontal position, see Figure 8.  The camera location was 

adjacent to the skylight so that the view of the sky was approximately the same as that of the 

skylight to be measured without obscuring the skylight itself from the skydome.  A moveable 

shading disk attachment was used to shield the camera sensor from direct solar radiation, 

which increases the accuracy of the measurement and reduces the risk of damage to the camera 

sensor. [2] 

During the sky luminance distribution measurements, the luminance of the sky at the zenith 

was also measured using a Minolta LS-110 luminance meter, see Figure 8. This measurement 

was done for each HDR image capture. The luminance value of this point is then compared to 

the values obtained using HDR images, and used along with the illuminance measurements in 

the HDR image calibration. 
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Figure 8: Sky luminance equipment: Luminance meter (left) and HDR camera for (right) 

Horizontal illuminance measurement system  

To help determine the luminance of the shaded portion and to calibrate the overall magnitude 

of the HDR images, the global horizontal and diffuse illuminance were measured.  Two 

illuminance meters, one from CLTC and one from the Velux facility, see Figure 9, were used. 

For the diffuse illuminance measurement, a moveable shading disk attachment was used in 

order to shield the CLTC meter from direct solar radiation.  This disk shades the illuminance 

meter with approximately the same solid angle, a cone with a half angle of approximately 5°, as 

the disc shading the HDR camera lens.  This fact was used to help calibrate the different 

components of the luminance map. 

 

 Figure 9: Horizontal illuminance equipment: CLTC illuminance meter with shading disk (left) and 
Velux illuminance meter (right) 
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Goniophotometer Equipment 

Figure 10 shows schematically the geometry of the goniophotometer.   The goniophotometer 

was controlled from an adjacent control station, see Figure 11. All the raw data gathered by the 

goniometer during each measurement was captured by a data acquisition system and stored in 

files.  These files are converted to the IESNA standard photometric format, “IES files” (*.ies), by 

software that accompanies the data acquisition system.  The testing procedures are documented 

in the recently developed IESNA approved method LM-81-10 for photometric testing of 

skylighting products [1]. 

  

Figure 10: Skylight photometric measurement equipment schematic section 
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Figure 11: Goniophotometer control station 

Measurement procedure 

Measurements were taken simultaneously on the roof using the luminance camera, luminance 

meter, horizontal illuminance meter, and in the interior of the facility using the automated 

goniometer. Three people were required to operate equipment and record data on the roof, 

while automation allowed the goniometer to be controlled by a single person. The time of every 

measurement was recorded and referenced to a legal time server: http://time.gov.  Figure 12 

graphically depicts the general measurement procedure. 
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Figure 12: Measurement procedure diagram 

Illuminance meter calibration 

After the first tests, it was found that the CLTC illuminance meter, although being more precise 

and having been calibrated more recently, had the disadvantage of not having a measurement 

range beyond ten thousand footcandles.  Since this global horizontal illuminance value was 

exceeded during the brighter parts of sunny days, several consecutive simultaneous 

measurements were taken (see Figure 13) in order to establish a relationship between measured 

values, so that both meters could be compared to each other.  
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Figure 13: Illuminance Meter Calibration 

Material reflectance measurement 

In order to determine the reflectance of the materials present in the measurement facility, 

luminance measurements were taken. A piece of white foam core was used as reference in the 

absence of a calibrated reference card. This reference material was stored for reflectance 

measurement at a later date using a calibrated reference card. Measurements were taken of the 

black walls inside the goniometer room and of the wood panels in the light well, see Figure 14. 

  

 

 

Figure 14: Measurement of the reflectance of the interior walls of the goniophotometer room and 
the light well panels 
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CHAPTER 4: Measurement Results 

A total of 32 sets of measurements were conducted over three days.   The following sections 

present the timeline of these tests and the results obtained. 

Timeline of tests 

The measurements were conducted on July 21st, 22nd and 23rd, 2010. The goal was to make 

measurements with low, medium and high sun angles and with clear, partly cloudy and 

overcast skies in order to obtain a robust data set for a thorough validation. After a few 

preliminary tests in the morning of the 21st, measurements proceeded throughout the afternoon 

of the 21st and most of the day on the 22nd. By the afternoon of the 22nd, measurements had been 

performed for sunny sky conditions (all sun angles) and some partly cloudy sky conditions 

(mid-to-high sun angles).  Overcast conditions were not available and few partly cloudy skies 

with no sun were available. Calibration and reflectance measurements were then performed. 

No measurements were performed the following day due to absence of desired sky conditions: 

July 23rd was a clear day. The measurement timeline is represented graphically in Figure 15. 

Table 3 provides detailed information on each test performed.  
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Figure 15: Measurement timeline diagram 



Skylight Modeling Validation Report January 2013 

 

23 

Table 3: Measurement Sets Conducted 

Test 

#1 

Skylight Type Start 

Time2 

End 

Time2 

Wind 

Speed3 

Sky Condition3 Estimated 

Cloud 

cover3 

Test1 3' Velux Sun Tunnel 10.15am 10:18:45 10 Clear 2% 

Test2 3' Velux Sun Tunnel 10.33am 10:36:48 10 Clear 2% 

Test3 Sunoptics-Box 12.03pm 12:06:25 10 Clear 2% 

Test4 3' Velux Sun Tunnel 12.13pm 12:15:35 10 Clear 2% 

Test5 3' Velux Sun Tunnel 12.22pm 12:24:32 10 Clear 5% 

Test6 3' Velux Sun Tunnel 2.07pm 2:09:25 10 Partly Cloudy w/ Sun 35% 

Test7 3' Velux Sun Tunnel 2.13pm 2:15:33 10 Partly Cloudy w/ Sun 25% 

Test8 Sunoptics-Box 2.23pm 2:25:28 15 Partly Cloudy w/ Sun 25% 

Test9 Sunoptics-Box 2.29pm 2:31:22 15 Partly Cloudy w/ Sun 30% 

Test10 Sunoptics-Top only 3.09pm 3:11:18 10 Partly Cloudy w/ Sun 30% 

Test11 Sunoptics-Top only 3.16pm 3:19:17 15 Partly Cloudy w/ Sun 35% 

Test12 Sunoptics-Top only 3.28pm 3:30:13 10 Partly Cloudy  20% 

Test13 Sunoptics-Top only 4.04pm 4:06:03 10 Partly Cloudy w/ sun 25% 

Test14 Sunoptics-Top only 8.39am 8:42:25 0 Clear 2% 

Test15 Sunoptics-Top only 8.45am 8:47:52 0 Clear 2% 

Test16 3' Velux Sun Tunnel 8.54am 8:57:18 0 Clear 5% 

Test17 3' Velux Sun Tunnel 9.00am 9:03:01 0 Clear 5% 

Test18 Sunoptics-Box 9.12am 9:14:45 0 Clear 5% 

Test19 Sunoptics-Box 9.17am 9:19:48 0 Clear 5% 

Test20 Sunoptics-Box 10.20am 10:22:53 5 Clear 10% 

Test21 Sunoptics-Box 10.26am 10:28:50 5 Clear 10% 

Test22 Sunoptics-Box 10.42am 10:44:44 5 Clear 10% 

Test23 3' Velux Sun Tunnel 10.51am 10:53:41 5 Clear 5% 

Test24 3' Velux Sun Tunnel 10.57am 10:59:42 5 Clear 5% 

Test25 Sunoptics-Top only 11.07am 11:09:51 5 Clear 10% 

Test26 Sunoptics-Top only 11.12am 11:15:03 5 Clear 5% 

Test27 Sunoptics-Top only 12.06pm 12:08:15 10 Clear 15% 

Test28 Sunoptics-Top only 12.11pm 12:13:07 10 Clear 15% 

Test29 3' Velux Sun Tunnel 12.17pm 12:19:07 10 Clear 15% 

Test30 3' Velux Sun Tunnel 12.22pm 12:24:02 10 Clear 15% 

Test31 Sunoptics-Box 12.34pm 12:36:23 5 Clear (wispy clouds) 20% 

Test32 Sunoptics-Box 12.39pm 12:41:08 5 Clear (wispy clouds) 20% 

1 Test 1-13 performed July 21, 2010.  Test 14-32 performed July 22, 2010 

2 Start and end times are EDT 

3 Estimated by the observers 
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Sky luminance mapping 

Each measurement set yielded a sky luminance map, assembled from 16 hemispherical 

photographs taken with different exposures. These images were then assembled into a single 

high dynamic range (HDR) image using the Photosphere HDR software [www.anyhere.com].  

An HDR image properly calibrated is an accurate luminance map of the scene.  These 

photographs took 2-3 minutes each, approximately the same time it took the goniophotometer 

below to capture its hemisphere of measurements.  A small shift of cloud cover was observed 

over this image capture period.  When the images are combined, this shift gets averaged 

together creating the most representative sky possible for the 2-3 minute capture period.  Figure 

16 shows the 16 image exposures captured for Test 12.  The resulting raw luminance map is 

shown in Figure 17. 

  

Figure 16: Hemispherical photographs taken for Test 12 
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Figure 17: Final HDR image - raw sky luminance map for Test 12. 

Comparison of sky luminance at zenith 

Zenithal sky luminance was measured for each hemispherical image captured resulting in 16 

measurements per test.  These showed some variance, particularly for the higher sun angles 

with a bright zenith, and were averaged for each test.   Table 4 shows the measured zenith 

luminance compared to those derived from the HDR images.   

Table 4: Zenith luminance measured using calibrated luminance meter and HDR imaging 

 

Test #
Luminance 

meter
HDR % Diff Test #

Luminance 

meter
HDR % Diff

Test1 3812 5541 69% Test17 2414 3292 73%

Test2 4636 7145 65% Test18 2564 3490 73%

Test3 11354 15488 73% Test19 2727 3972 69%

Test4 12227 14965 82% Test20 3929 5831 67%

Test5 14384 19818 73% Test21 4240 6274 68%

Test6 21851 23758 92% Test22 4638 7041 66%

Test7 18231 20393 89% Test23 4750 7457 64%

Test8 16418 17696 93% Test24 4930 7870 63%

Test9 18715 20265 92% Test25 5258 8351 63%

Test10 17019 32911 52% Test26 5744 8625 67%

Test11 16813 15031 112% Test27 15431 18727 82%

Test12 16615 18470 90% Test28 19135 21350 90%

Test13 4828 6182 78% Test29 21643 22936 94%

Test14 2043 2690 76% Test30 22653 24451 93%

Test15 2086 2825 74% Test31 28224 30628 92%

Test16 2293 3218 71% Test32 25281 45595 55%

Zenith Luminance Zenith Luminance
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Horizontal illuminance 

Both global and diffuse horizontal illuminance measurements were taken in this study. Both 

were initially measured using the CLTC illuminance meter.  However when the illuminance 

reached nearly 10,000 fc, the Velux illuminance meter was used in place of the CLTC meter 

which had reached its maximum reading threshold.  Table 5 shows the values obtained with 

both meters. 

Both the zenith luminance and horizontal diffuse illuminance measurements were captured for 

calibrating the sky luminance map.  However, the diffuse illuminance measurements (taken 

with a 10° cone shading disc similar to the captured HDR images) proved to be the better 

measurement for calibrating the HDR luminance map than the zenith luminance which had 

greater variance.  Also, since the ultimate goal was to have a matching amount of flux onto the 

surface of the skylights in our computer models, calibrating the source via measured diffuse 

and global illuminance ensured a more accurate estimate of the flux entering the system.  

Chapter 5 describes the sky map processing and calibration process in more detail. 

Table 5: Horizontal Illuminance measured using Velux and CLTC illuminance meters 

Test # Illuminance (fc)  Test # Illuminance (fc) 

Velux meter CLTC meter  Velux 

meter 

CLTC meter 

Global Global Diffuse  Global Global Diffuse 

Test1  6937.7 1853.3  Test17  3577.2 1491.4 

Test2  7549.8 1857.2  Test18  4247.2 1611.2 

Test3 9758  2151.8  Test19  4636.4 1669.2 

Test4 9912  2217.8  Test20 7338 7193.8 1665.2 

Test5 10048  2267.4  Test21 7462 7295 1684.2 

Test6 11084  3270.2  Test22 8018 7831.4 1670 

Test7 10910  2891.8  Test23 8240 8053.8 1700.2 

Test8 10972  2912.2  Test24 8490 8254.6 1710.4 

Test9 10944  3128  Test25 8822 8582.8 1745.4 

Test10 10566  3093.4  Test26 8982 8733.4 1781.4 

Test11 10030  3012.2  Test27 10672  2665.2 

Test12 9768  2919.8  Test28 11000  3032.2 

Test13  3328.4 2822  Test29 11028  3133.2 

Test14  3074.4 1342.2  Test30 10900  3349.8 

Test15  3408.4 1368.4  Test31 10018  3615.2 

Test16  3334.8 1433.4  Test32 9240  3640 

During the measurements it was found out that the Velux meter was not leveled.   In order to 

have a complete set of matching illuminance measurements, a correction factor was determined 

between the two meters by recording measurements between the two meters for a number of 

different times and conditions, these are shown in Appendix C.   The determined correction 
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factor was used when calibrating the sky luminance maps with measured horizontal diffuse 

and global illuminance measurements. 

On-site Material Measurements 

Material measurements were taken for any on-site elements that would impact the optics of the 

skylight system, particularly for any exposed wood in the roof and skylight framing, the floor 

and walls of the goniophotometer room.   The luminance measured for the different material 

and the calculated reflectance is provided in Appendix B.  

Luminous intensity 

Examples of the measured photometry (luminous intensity in units of candela – 

lumens/steradian) from the goniophotometer are shown in Figure 18, Figure 19, and Figure 20 

for the three skylight systems under clear sky conditions: tests 27, 31 and 29, respectively.  

Photometric files were obtained for 24 out of the 32 tests.  The remaining 8 tests had faulty or 

otherwise unreliable data and were not used for further validation.  Of these 24 tests, 12 were 

chosen for final validation with computer simulation: 4 for each of the 3 skylight systems.  For 

each skylight system, a test representing a low, mid, and high sun angle was chosen under a 

clear sky as well as a partly cloudy condition.  This set of 12 skies is used to validate the 

computer simulated luminous intensity, discussed in the following sections, and compared in 

Chapter 7.  

  

Figure 18: Luminous intensity of Sunoptics system (top only) under clear sky (test 27) 
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Figure 19: Luminous intensity of complete Sunoptics system under clear sky (test 31) 

  

Figure 20: Luminous intensity of Sun Tunnel system under clear sky (test 29) 
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CHAPTER 5: Sky and Skylight Model Creation 

This chapter discusses the development of both accurate sky models and skylight system 

geometric models using the captured field data.  The first section describes the processing of the 

sky HDR images and recorded diffuse and global illuminance measurements into complete and 

calibrated sky luminance maps and sun sources.  Next the creation of ray-sets for use in forward 

ray-tracing engines from the sky and sun sources is described.  The last section describes the 

creation of the skylight geometric models. 

Sky Measurement Processing and Model Creation 

The steps below were followed to process the captured sky luminance maps into useable forms 

that represent a hemisphere of sky and are usable in raytracing software: 

1. Crop raw photograph to represent a perfect hemispherical image with an angular mapping. 

2. Create a negative masking layer, apply to cropped sky and adjust sky to match measured 

sky illuminance. 

3. Create a matching Perez sky for current condition adjusted for “sky” shading and apply a 

positive masking layer to create a filler patch. 

4. Combine the masked measured and Perez sky models and add sun definition to create a 

final sky. 

5. Create a ray-tracing ray set describing the sky/sun source to be used in TracePro and 

Photopia. 

The following sections describe this process in detail. 

Raw image processing 

It is important to map the captured sky luminance distribution in a computer model the same as 

it was captured it the field.  The first step is to crop the original image down to a square shape 

that circumscribes a circle representing the actual hemisphere of the sky.  The exact placement 

of the dome was determined by locating markers, such as the handrails, at the perimeter of the 

scene that were approximately the same height as the camera itself and placing those markers at 

the edges of the dome. 

 
a) Raw sky HDR image 

 
b) Cropped sky HDR image 

 
c) Equiangular mapping 

Figure 21: Locating and Mapping captured sky 
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Next, the appropriate angular mapping was applied.  According to the camera lens 

manufacturer, the hemispherical lens used gives an approximately equi-angular mapping, 

shown as c in Figure 21, which gives equal weighting to each altitude angle. This exact mapping 

was not checked in the field and exact mapping data from the manufacturer was not available 

to verify [3]. 

Measured sky mapping and calibration 

The sky luminance map was then calibrated against the diffuse sky illuminance measurements 

which provide a much more accurate description of the overall magnitude of the sky. A sky 

mask was first created by identifying pixels that fall well below the range of bright sky 

luminance image points around the shading disc.  This identifies the location of the shading 

disc and arm allowing these out-of-range pixels which are not representative of any sky 

distribution to be removed from the luminance mapping.  After this mask was applied, the 

illuminance of the remaining sky luminance map was determined.   Since the diffuse 

illuminance measurements were taken with a similar shading disc with a cone angle of roughly 

10°, the illuminance calculated from the masked luminance map should match up directly with 

the diffuse illuminance measurement taken on site.  It is known that the captured sky 

luminance images are relative and not absolute, and hence this process of calibration to another 

better known quantity is necessary.  This adjustment could be made based solely on our zenith 

luminance measurements, but it was found that there was too much variance in the zenith 

luminance in some cases.  Especially when the sun was high in the sky and near zenith, which 

often led to significant differences in calculated illuminance versus the measured illuminance.  

In a number of other cases, the adjustments determined from either method were quite close, 

providing confidence in the measured numbers.  Shown in Figure 22 is a) the blocking mask 

created, b) the captured sky with the mask applied, and c) the adjusted sky calibrated to match 

the measured total diffuse sky illuminance.  The errors associated with this process involved 

differences in the shading disc spatial size between the HDR camera and the illuminance meter. 

 
a) Negative mask 

 
b) Masked luminance map - 

5884fc 

 
c) Calibrated luminance map -

3014fc 

Figure 22: Creating a negative mask, applying to capture sky and calibration 
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Theoretical sky filler 

Cutting out the portion of the sky luminance map obstructed by the shading disk and arm will 

introduce large errors in the final sky models since the approximately 10° cone obstructed by 

the shading disc is also likely the brightest portion of the daytime sky.  To reduce these errors, 

the luminance of the blocked portion of the sky needs to be estimated and added back in to the 

sky model.  A variety of theoretical sky models were explored as options to use for replacement 

the blocked portion of the sky.  A study of these different sky models for Test Sky #1 was 

performed and is included in Appendix D.  It was determined that using the Perez sky model, 

which is a common model used for weather based skies, would best fit the measured sky 

distributions, see a) in Figure 23.  However, it was often seen that while this sky is most able to 

provide a fairly broad brightened circumsolar region, it still did not match the brightness of the 

measured circumsolar region.  Hence, to best fill in the shaded disc, the Perez sky was then 

adjusted by matching the Perez sky luminance inside the shading disc to the measured 

luminance values directly outside the shading disc, see Figure 23 b).  Once an adjusted sky was 

obtained, a positive sky mask shown in Figure 23 c) was used to obtain a piece of Perez sky that 

could fill in the area blocked.  This resulted in a fairly well matched circumsolar region but 

resulted in overestimating the portion of the sky blocked by the shading disc arm.  This was 

deemed acceptable as the very bright circumsolar region has a much greater impact on overall 

horizontal illuminance and skylight performance than the thin region further away from the 

sun blocked by the arm. 

 
a) Base Perez Sky 

 

b) Circumsolar adjusted Perez 

sky 

 
c) Perez Sky Mask 

Figure 23: Creating a matching perez sky, performing a circumsolar adjustment, and a positive 
mask 

This process resulted in a final sky model that provides a diffuse horizontal illuminance slightly 

larger than the measured diffuse horizontal illuminance, see Figure 24.  This was expected since 

the measurement saw a ~10° shading disc while our new simulation sky is now filled-in and 

full.  The simulated sky was adjusted one more time such that resulting diffuse illuminance is 

10% higher than the measured diffuse illuminance with the ~10° shading disc.   Calculations of 

the illuminance provided by the 10° circumsolar region for a several different skies showed an 

average 10% contribution from this portion. 
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Figure 24: Final Sky – 3202 fc 

A final step in the creation of a computer sky model was to add in the direct sunlight 

component.  The direct sunlight component was calibrated to provide the remaining horizontal 

illuminance needed to obtain the exact global illuminance measured onsite as this measurement 

was the most accurate taken.  The sun location and intensity was determined from the day, time 

and the direct illuminance and then added to the overall sky model. 

Sky Source Ray Set Creation 

The final step was to take our calibrated sky luminance map and direct sunlight source and turn 

them into a form usable by the forward ray-tracing programs.  Two different approaches were 

explored; the creation of a “ray-set”, a data file containing each source ray to be traced, and the 

application of sky luminance patches to a Tregenza sky patch model.   The “ray-set” approach 

allows for greater sky resolution and presumably better accuracy.  This approach and was 

ultimately used for the Photopia and TracePro simulations and is discussed in the sections 

below.  The Tregenza sky patch model approach available in Photopia is discussed in Chapter 7. 
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Sky Hat 

 
Sun Hat 

Figure 25: The “Sky Hat” and “Sun Hat” continuous ray-set sources 

To create the continuous ray-set sky models, a custom script was developed that produces a 

large number of rays that start just above the skylight incoming aperture and direct all rays onto 

the skylight systems, see Figure 25. 

The main challenge with physically-based forward ray-tracing has to do with the tremendous 

amount of “rays” that exist in reality and the still large number needed in a simulation for 

accuracy.  Consider the 1250x1250 pixel resolution images that were captured of our source (the 

sky/sun).  Each pixel in these images represents a different direction and solid angle of 

incoming light and a different brightness (luminance) for that given direction.  If we were to 

treat each of these different directions as a distinct “ray” of incoming light, therefore taking 

advantage of the full resolution available, we would have (1,250x1,250x0.785) 1,227,184 rays3.  If 

we wanted to sample this angular density at a reasonable 1” spatial density for a 24”x24” sized 

product, for example, we would have (24x24x1,227,184) 706,858,347 rays!  This far exceeds most 

ray-tracing software and computer system abilities.  A quick review of past TracePro and 

Photopia simulations have indicated that ray sets between 1,000,000 up to 20,000,000 result in 

reasonable accuracy and speed performance and larger ray sets begin to pose problems with 

computer memory resources. 

The time and computer resource constraint to the size of a source ray sets poses several ray 

sampling and simulation questions: 

                                                      

3 0.785 is the fraction of pixels in the square image that fall within the hemispherical circle, excluding the 

black corners.  
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 What hemispherical mapping algorithms most efficiently sample the important aspects of a 

sky source? 

 What initial sky map resolution is required for accuracy? 

 Should rays be sampled randomly or in a systematic grid?  If randomized, should both the 

ray direction and ray location be randomized? 

 How can the rays be limited to only those that interact with the skylight systems? 

 What sky and sunlight sampling density on the skylight surface is required for accuracy? 

Mapping Algorithms 

The first question addressed was the mapping resolution to use in the sky sampling.  A variety 

of hemispherical mapping algorithms have been developed for various purposes.  Three of the 

most common algorithms were explored for mapping a sky for use as a ray-tracing source, see 

Figure 26.  These were: 

 Hemispherical mapping – this algorithm maps the hemisphere according to a cosine 

weighting (or Lambertian).  The angular density of the mapping is determined by the 

cosine of the angle for each ray, hence the zenith is most dense and the horizon is the 

least dense with very little sampling.  This mapping should best correspond with a 

horizontal illuminance as illuminance is also subject to a Lambertian weighting. 

 Angular mapping – this algorithm maps the hemisphere with uniformity for all angles 

of sky patches.  The zenith and horizon get mapped with relatively equal angular 

densities.  This algorithm is similar to equi-solid angle mapping, which by definition 

provides the same angular density in all directions. 

 Stereographic mapping – this algorithm provides the greatest angular density at the 

horizon and the smallest density at the zenith.  This is a useful algorithm if the 

components around the edge of a hemisphere are of most concern.  This could be the 

case in daylighting simulation for times of sunrise and sunset but is typically not the 

case throughout the days. 

 
Hemispherical mapping 

 
Angular mapping 

 
Stereographic mapping 

Figure 26: Common hemisphere mapping algorithms 

Angular mapping was determined to be the best approach.  It was the mapping closest to that 

of the lens used in capturing the sky images and hence minimized any translation density 



Skylight Modeling Validation Report January 2013 

 

35 

issues.  Also, since there are times of both low and high angle sunlight, angular mapping should 

provide adequate density for either.  While hemispherical mapping would likely be best for 

cloudy skies or times when the sun is close to zenith and sterographic mapping would likely be 

best for sunrise and sunset times, angular is somewhere in between and should be adequate for 

either situation. 

Sky Map Resolution 

The next question addressed was the sampling resolution of the sky source.  A quick study was 

performed translating different sky image resolutions into ray-sets and comparing illuminance 

estimates at 5 orientations (global, south, east, north, and west).  Resolutions of 1250x1250, 

512x512, 256x256, 128x128, and 64x64 were compared.  The illuminance estimates maintained 

adequate accuracy down to 64x resolution.  A 64x64 resolution image results in 3,215 sky 

sampling points.  Recent research on Daylight Coefficient methods has indicated annual 

average accuracy for lower sky patch resolutions, such as the Tregenza distribution (145).  

However, a higher resolution of 2305+ patches is necessary for accuracy relative to glare 

prediction.  Since our goal here is to capture specific daylight distribution patterns, not just 

simulate average skylight performance, a higher resolution may also be important.  The 128x128 

resolution was selected for these reasons; it is available, provides 12,861 sky sample points and 

should not introduce any resolution related errors into our simulation. 

Random vs. Grid Sampling 

There are several methods to consider for sampling these rays given both an angular 

distribution of the source (the hemispherical sky) and a spatial distribution of daylight onto the 

system in question.   One could sample every single ray direction (12,861) for the array of points 

on the skylight system or randomize the directions samples, the array itself could be 

randomized or based on a grid, or the whole thing could be randomized.  Randomization is 

generally deemed a good approach for any problem where many elements are being 

represented by fewer elements (a google of photons are being simulated via a mere millions of 

rays) and was pursued over an even grid layout of sampling.  Furthermore, rather than 

sampling every single direction at a given point, every ray direction gets sampled an equal 

number of times but is always applied to a random location on the skylight.  In this way, no two 

rays will strike the exact same point, yet every single sky direction will be sampled equally and 

rays will encompass the skylight system with high density and uniformity. 

Ray Generation Focused on Skylight Systems 

Before final densities could be explored, a method for ensuring enough “forward” rays would 

actually strike the skylight systems was needed to limit the amount of useless rays traced.  

Forward ray-tracers excel at simulating complicated optical systems, typically from a source 

through the system and out in the form of photometric data.  When considering this kind of 

“source-side” forward ray-tracing problem, the majority of actual rays that leave a given source 

and scatter about the room but have no impact on a final point illuminance or view point 

calculation.  This is the big advantage of backward ray-tracing algorithms: they only trace the 

rays that arrive at the illuminance point or view point of interest.  These could be considered 
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“task-side” ray-tracing problems.  In Radiance, the high resolution final sky luminance maps 

can simply be used and the backward raytracing algorithms will sample them as needed. 

Borrowing from backward ray-tracing, a solution was developed so that all rays would fall onto 

a defined 5 surface box.  A box, rather than a plane, was chosen so that three-dimensional 

daylighting apertures, such as the common pyramid and barrel domed lenses on skylights, 

could be encompassed.  The rays are randomized on the 5 surfaces of this box that perfectly 

encompasses the skylight lenses: a 6”x2’x2’ box was used.  The magnitude and direction of each 

ray is determined according to the sky luminance map and direct sun source and the ray is set 

to originate a unit vector away from the box intersection point, and aimed right back at the box.  

In this way, the sky and sun “hats”, see Figure 25, are created with all rays falling onto the 5 

surfaces of the box.  Since the box does not perfectly match any of the skylight domes, there are 

still rays that will miss the system, ranging from 10-50% depending on the sun angle.  This is a 

reasonable loss and can be accounted for with a corresponding increase in initial rays. 

Sun and Sky Source Density 

Finally, the density of sunlight and skylight sampling falling onto the skylight systems was 

explored.  As stated earlier, a target between 1,000,000 and 20,000,000 total rays was determined 

as reasonable relative to accuracy and computer ability.  A 128x128 resolution was determined 

to be an adequate angular sampling density.  With the randomization technique to apply each 

sky sample equally, the sky resolution density will be a multiplier of 12,861. 

In TracePro, a density of 10 full sky samples per square foot (10*12,861 = 128,610 samples per sf) 

was used which results in roughly 501,000 rays on the top surface of our 2’x2’x6” box.  

Including the sides, each sky produced roughly 734,000 rays.  Sun ray density was separated 

from the sky rays so that the two sources could be sampled at different ratios.  A sun ray 

density of 100,000 rays per sf was selected to closely match that of the sky ray density.  This 

resulted in 592,210 sun rays total.  Ray splitting was used in the TracePro simulations which 

resulted in double the amount of rays after the first scatter at the collector, and doubling again 

each consecutive bounce. 

Photopia functions more optimally with a higher initial ray set and no ray-splitting.  For the 

Photopia ray sets, a sky ray density of 30 was used giving roughly 2,200,000 rays and a sun 

density of 600,000 was used giving roughly 3,400,000 rays. 

Final Sky and Sun Source Ray Set 

A python script was written to create sky and sun source ray sets based on the parameters and 

decisions discussed above.  The scripts create two ray set files, one for the sky and one for the 

sun.  In forward ray-tracing software, these ray sets describe the source ray-by-ray.  A view of a 

final ray set sky is illustrated below in Figure 27.  It can be seen that this ray set accurately 

picked up the bright circumsolar region, brighter regions of cloud cover, and the darker horizon 

with tree obstructions.  Final illuminance checks were performed for global, south, east, north 

and west orientations to ensure the ray sets produced an equivalent amount of light onto our 

encompassing box as was measured in the field. 
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Figure 27: TracePro Mapped Sky Candela Plot – 3203fc diffuse 

 

Geometry Measurements and Creation 

Three-dimensional geometric models were created of the three skylight systems tested.  The 

geometric model for the SunOptics light cube and the 22” Sun Tunnel systems are shown in 

Figure 28.  The other system tested just consisted of the SunOptics pyramid skylight with white 

foam core walls and is not shown here.  After the rooftop testing, the tested skylight systems 

were measured and modeled as a system of faces in Sketchup.  These were then converted to 

solid element models for use in TracePro and Photopia and mesh models for use in Radiance. 

In addition to the geometry shown, a roof element, a photometric collection plane, and an array 

of near field collection points were included in the models.  The roof element blocks any stray 

rays that don’t make it into the system from finding their way to the photometric collection 

plane.  The approach of collecting exiting photometric data on a plane assumes a perfect far 

field photometric condition.  For this reason, near field collection points were also included and 

the variance between simulated far-field and near-field photometry is explored in Chapter 5.  

The field measurements taken are near-field and so should align better with a matching near-

field simulation. 
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Figure 28: Isometric diagrams of the SunOptics Light Box and the Sun Tunnel Geometric Models 

A fairly simple model was created for each skylight system that includes the basic elements as 

perfect geometric forms (i.e. pyramids, prisms, etc.)  There were few noticeable imperfections in 

the geometry (out of plane walls, imperfections in the lens, etc.) that were not measured or 

modeled.   However, it is expected that there are minor imperfections in the geometry 

throughout the systems both due to manufacturing variation and damage or marring during 

shipping, handling and installation.  The differences introduced by the geometric imperfections 

will result in both over and under predictions with no tendency for errors to consistently be one 

way or another expected.  In reality, these imperfections will always exist in field equipment 

and will rarely be modeled accurately.  Therefore, it is acceptable to have these differences and 

worthwhile to validate the use of “perfect” computer geometry models to predict the 

performance of real field equipment. 
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CHAPTER 6: BSDF Measurements and Modeling 

An important component of accurate computer models of the skylight systems is the accurate 

and detailed representation of the optical characteristics of the surfaces and materials involved.  

A detailed definition of this scatter of light is necessary, particularly for materials that exhibit 

broad and varied scatter of light and for daylighting systems that often see a very intense light 

source come from one incident direction. 

 A variety of different visible reflectance and transmittance measurements were taken and 

simulations performed for the main optical materials in our systems: the most important being 

the top and bottom prismatic lenses and the highly reflective side walls of the skylight systems. 

The information required is the behavior of light scatter for every incoming direction of light or 

a Bi-Directional Scatter Distribution Function (BSDF).  BSDF is the general term that includes 

both Bi-Direction Transmittance Functions (BTDF) and Bi-Directional Reflectance Functions 

(BRDF).  In the simplest terms, the BSDF is the ratio of luminance in a specific direction divided 

by the illuminance from a specific direction.  The following equation defines the BSDF as a 

function of both incoming illuminance (Ei) per incidence angle and outgoing luminance (Ls) per 

outgoing angle. 

    (           )  
   (     )

   (     )
  [     ⁄ ] 

Figure 29 illustrates the standardized angles used to describe BSDF measurements.  There are 

four angles used to describe the incident and exitant light directions relative to a sample normal 

(ZB) and a designated orientation (XB).  Two angles, a horizontal (phi - i) and vertical (theta - 

i) angle, define the direction of incoming light and two define the direction of scattered light (s 

and s).  The angles encompass an entire sphere around the sample,  ranges from 0° to 360° 

and  ranges from 0° to 180°, and so can describe incoming light on both sides of the sample 

and outgoing light, both transmitted and reflected, in all directions.  These annotations will be 

used to discuss these angles throughout the rest of the report and are defined in the ASTM 

E2387 Standard Practice for Goniometric Optical Scatter Measurements [4]. 
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Figure 29: Definition of Polar Angles used in BSDF measurements 

The terms isotropic and anisotropic are used to describe the nature of light transmission and 

reflection.  Isotropic surfaces exhibit symmetry relative to the incident horizontal, i, angles: 

they are rotationally symmetric.  Many surfaces are uniform and behave in this way such as 

glossy paint or foam core.  Anisotropic surfaces have different behavior depending on the 

horizontal direction of the incoming light.  These surfaces typically have non-symmetrical 

characteristics, such as striations, ridges, or prisms and the reflectance/transmittance scatter 

changes as the surface is rotated about its normal. 

Isotropic measurements are most common and just require a range of incident vertical, i, 

angles from 0° to near 90°.  Anisotropic measurements are more extensive as they require a 

range of I to be measured as well.  Depending on any symmetry to the anisotropic surface, a 

quarter or half of the hemisphere can be measured and mirrored to represent the whole 

hemisphere.  In cases of no symmetry, the full 360° needs to be measured. 

The reflected or transmitted scatter can also be symmetric or asymmetric.  Most isotropic 

materials will exhibit a symmetrical scatter around the incident / mirror ray plane.  In these 

cases, only a hemisphere of outgoing scatter needs to be measured.  Anisotropic materials often 

have asymmetric scatter requiring a full hemisphere of exiting light to be measured. 

Samples of the prismatic lenses were cut from the actual skylights tested and shipped to 

Lawrence Berkeley National Laboratory (LBNL), LTI Optics, and The Scatter Works for detailed 

BSDF measurements of the transmittance and reflectance.  In addition, samples of the 

SunOptics box sidewall, Sun Tunnel sidewall, and white Sun Tunnel boot were measured at 

LBNL.  BSDF simulations were also performed using high-resolution 3d models of the lenses 

which included many of the minor imperfections due to the manufacturing process, such as the 

dimple marks left likely from the injection molding process. 

While these various labs and simulation approaches all measure BSDF information, they all 

utilize a different data format, different definition standards, and have varying ability to 
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measure anisotropic and assymetrical BSDF data.  This makes the comparison and sharing of 

the data difficult.  Because of this, each BSDF generation method was used with the simulation 

engine it was most suited to; Radiance, TracePro or Photopia.  The following sections describe 

the various BSDF methods explored and the simulation approaches used with each. 

LBNL BSDF Measurements 

LBNL uses a PGII Scanning Goniophotometer [5], shown in Figure 30, to perform and report 

absolute BSDF measurements following the ASTM standard.   The machine takes a range of 

measurements in several different spherical patterns around the sample as shown in Figure 30 

and can produce varying levels of resolution.  The system reports BSDF information for each 

point in this somewhat random array of data.  It can also produce BSDF data via interpolation 

for standard planes of vertical and horizontal incident angles. 

The scatter measurements encompass the entire sphere around the sample allowing the system 

to measure asymmetric scatter.  The scatter measurements and i angle changes are automated 

for an isotropic sample.  For an anisotropic sample, different i angles are measured by 

manually rotating the sample relative to the incoming ray and running the automated scatter 

measurements.  This is a more time consuming and expensive effort as it requires user 

intervention for every I measured.  

While the measurements are absolute values, these values vary due to lamp drift, so it is 

necessary to calibrate the measurements based on total reflectance and/or transmittance 

measurements.  Total hemispherical reflectance and transmittance measurements were 

provided by LBNL and used to calibrate the absolute BSDF measurements. 

 

 

Gonio-Photometer II machine illustration 

 

Initial patterning of measurement 

Figure 30: Illustration of the PAB Ltd Gonio-Photometer II used at LBNL 

For this project, the BSDF data sets provided by LBNL included hemispherical scatter 

information for an incident plane defined by i=0° and for incident angles from 0° to 90° in 10° 

increments of i.  This plane was defined such that XB aligns with the long direction of the 
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samples and the long diagonal of the prisms.  As discussed above, this single plane of incident 

angles assumes isotropic behavior.  This is an acceptable assumption for the specular metal 

walls and shiny white finishes.  However, this isotropic data is limited in accurately describing 

the prismatic lenses as they exhibit anisotropic behavior given their asymmetric diamond 

shaped prisms, see Figure 31.  The prisms show two planes of symmetry, so a ¼, or 90° of the 

incoming hemisphere needs to be measured, from the short to long diagonal planes, and can 

then be mirrored to create a full hemisphere. 

 

Figure 31: A diamond prism’s planes of symmetry (left) and measured planes (right) 

The LBNL BSDF measurements were implemented in TracePro, the TracePro sections below 

discuss the process of getting the data into the software using various BSDF representation 

models.   The LBNL data for the isotropic materials, namely the reflective tube walls, were used 

to calibrate the Radiance and Photopia definitions as well. 

Radiance BSDF Approach 

Radiance has several newly implemented tools for creating BSDF definitions and using BSDF 

materials in simulation.  However, a computer model of the material is required.  Typically, 

models of these types of optics assume perfect geometry, perfect pyramids, with perfect curves.  

However, in reality there are many imperfections due to the manufacturing process.  To serve 

our goal of validating the simulations of real skylight systems, and to align with the physical 

measurements, a computer model of the actual lens samples was created.  This model was then 

used to simulate BSDF information for the prismatic lenses for use in further Radiance 

simulations.  The following sections describe this process. 

Laser Scan Model 

A detailed 3d model was created by the QC Group (www.qcgroup.com) from samples of the 

SunOptics and SunTunnel lenses using laser scan equipment able to capture detailed part 

contours.  The system used had an XY grid resolution of ~0.002” and a Z resolution of 0.0001”.  

The resulting 3d computer models of these samples used In Radiance are shown in Figure 32.  

Closer inspection of these models does in fact reveal dimple marks from plastic injection points, 

rounded peaks, and the rippled back of the SunTunnel lens. 

http://www.qcgroup.com/
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SunOptics prismatic lens 

 
Sun Tunnel prismatic lens 

Figure 32: Laser Scan 3D Prismatic Lens Material Models 

Radiance accurately models the refraction and reflection that occurs with clear transparent or 

semi-transparent materials.   When using solid geometry models, where each ray will intersect a 

surface at least twice, the material can be modeled in Radiance using the interface material 

definition.  This defines the reflection and refraction that occurs at the surface between air (or 

some other transparent medium) and the acrylic transparent plastic.  The following radiance 

definition was used: 

void interface acrylic 

0 

0 

8 .65 .65 .65 (r,g,b inside transmission coefficients) 

1.491   (inside index of refraction) 

1 1 1 (r,g,b outside transmission coefficients - air) 

1   (outside index of refraction – air) 

The published index of refraction of clear acrylic ranges from 1.490 and 1.492.[6]  The 

transmission coefficients model the reduction of light traveling through the acrylic medium, or 

absorption of light, due to the nature of acrylic, manufacturing imperfections and other 

particulates in the manufactured acrylic.  The 0.65 transmission coefficients were determined 

iteratively by matching up the resulting BSDF simulations with more accurate hemispherical 

reflectance and transmittance measurements provided by LBNL.  A rendering of the lens with 

the final material definition is shown in Figure 33. 

 

Figure 33: Rendering of the SunOptics lens Radiance model 
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Window 6 / Radiance BSDF Standard 

Both the Window 6 and Radiance software developed by LBNL have implemented a standard 

BSDF methodology aimed at modeling the effects of fenestration systems, such as venetian 

blinds.  The base functionality is built on Klems hemispherical discretization models that break 

up a hemisphere into 145 patches.  The patches are sized to give approximately the same 

illuminance at the center given uniform luminance of the dome. [7] 

Figure 34 and Figure 35 illustrate the coordinate system used, the patch numbering, horizontal 

and vertical angle and orientation standards for the Klems model.  A circular patch, #1, is 

located perpendicular to the surface.  The positive X axis defines s=0° and is the center of patch 

#2 and the first patch in each new ring.  The negative X axis defines s=0° and the next patch 

number for outgoing (reflected or transmitted) hemispheres.  The circular direction of Patch #3 

or the following patch number is then determined by right hand rule for both the incoming and 

outgoing hemispheres.  The vertical angles are defined from both Z and Z’ and range from 0° to 

90° rather than 0-180° used in the ASTM standard.  Because of the duplicate vertical angles, the 

resulting data requires information regarding whether it is transmitted or reflected and whether 

light is incident on the “front” or “back” of the material. 

 

 
Incident patches (from direction of incident light) 

+X defines 0° 

 
Reflected / transmitted patches 

-X defines 0° 

Figure 34: Klems Hemisphere Patches – Standard numbering and orientation 
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Figure 35:  Klems coordinate system for incident, reflected and transmitted light 

It has been found that the light distribution in systems that show a high variability in the 

angular output, i.e. large and steep “peaks” and “valleys” in the angular distribution, are not 

represented well with the relatively coarse 145 patch discretization.  Studies have explored the 

impact of higher resolution discretization models, such as a 2X Klems or 4X Klems patch 

models illustrated in Figure 36, and showed that while all the models accurately predict the 

amount of light being transmitted, the higher resolution models are often necessary for detailed 

visual analysis of the material or system. [8]   

 

Figure 36: Orthographic projections of BSDF hemispherical division schemes a) full Klems basis – 
145 patches b) 2x Klems - 580 patches, and c) 4x Klems – 2320 patches [ref andys paper] 

The downside of the higher resolution discretization models is the larger data set and data file 

that result and the slower read/write times when used in simulation.  In addition to sharp peaks 

and valleys, there are often also large portions of the hemisphere that do not exhibit much 

change in luminous intensity.  To address these concerns, a variable resolution BSDF format has 

been developed and implemented in the Radiance software that auto-discretizes the 
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hemisphere based on the gradient of the luminous intensity.  Where the gradient is large, 

multiple patches result and when the gradient is small the patches get larger.  These are done 

via rank 3 (isotropic) or rank 4 (anisotropic) tensor-tree representations. [9]  An image 

illustrating the outgoing scatter of a device using a variable resolution rank 4 tensor-tree 

representation is shown in Figure 37. 

 

Figure 37: Example of variable resolution BSDF tensor-tree representation 

A standard XML based file format has been defined and used by the two software. [10]   

Window 6 produces XML formatted BSDF files for user defined fenestration system scenarios.  

However, the software is limited to simpler louver models and produces standard Klems 145 

patch resolution files.  Radiance has also defined a new variable resolution XML format in 

addition to the standard Klems resolution.  The exact formatting of these XML files is unclear 

and seems to be under development with current documentation available via e-mail to LBNL. 

BSDF Material and genBSDF 

Radiance has several utilities to read and use BSDF information in simulation and to create 

BSDF information from optical models.  A BSDF material definition was introduced in Radiance 

4.1 that reads in the standardized BSDF XML file format, and accurately simulates the behavior 

in both the indirect and direct Radiance calculations.  The user can define the orientation of the 

BSDF file and specify an offset that allows the actual geometry to be included and used in the 

direct calculation. [11] 

A new utility in Radiance called “genBSDF” automates the simulation of BSDF information 

given a valid Radiance model.  The utility is intended to be used on relatively thin but large in 

area optical systems such as a window frame with venetian blinds.  It is to be determined 

whether it can be used on smaller more optically complex and deep daylighting systems such as 

tubular skylights.  Radiance (or backward ray-tracing in general) is great at handling task side 
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renderings and calculations but is not as accurate with source side lighting simulations, where 

forward ray-tracing or photon-mapping algorithms excel. [12] 

A current limitation to this standard BSDF XML file format is the only currently available ways 

to produce a file of this format are via the Window 6 and Radiance genBSDF software.  At the 

time of this study, the goniophotometer labs used to measure BSDF information do not produce 

BSDF information according to the Klems 145 patch discretization standard, variable resolution 

standards or the Window 6/Radiance xml file format. 

Measurement Results 

GenBSDF was used to create several different types of BSDF XML files for use in the Radiance 

simulations.  The BSDF file formats created and analyzed were: 

 Standard Klems – 145 patches 

 Klems 2X – 581 patches 

 Klems 4X – 2321 patches 

 Rank 4 Tensor-tree log 5 – 25 * 25 = 1024 maximum patches 

A custom genBSDF was created to generate the 2X and 4X Klems versions.  However, the 

resulting Radiance simulations with these BSDF definitions proved to take significantly 

longer, on the order of 100X, than the tensor-tree and Standard Klems versions.  This may be 

a function of an undefined or improper XML definition or bugs/incompatibility with the 

Linux and Windows version of Radiance.  Since, the tensor-tree versions can provide an 

equivalent level of resolution with potentially smaller files, these higher resolution Klems 

BSDF formats are not recommended and were not analyzed further. 

The resulting standard Klems and tensor-tree BSDF files were calibrated, via adjusting the 

transmission coefficient in the acrylic material definition, to closely match total 

hemispherical transmittance and reflectance measurements provided by LBNL.  The 

following Figure 38 through Figure 45 illustrate the standard Klems and the log 5 Tensor-

tree scatter simulation results for perpendicular incoming light.  The expected cross pattern 

to the scattered light can be seen in each, see 0 for a theoretical scatter discussion. 

The log 5 tensor-tree image shows areas where the higher resolution is necessary to describe 

distribution as well as areas where much larger patches suffice, see Figure 39 and Figure 43.  

The Sun Tunnel lens has been shown to result in a triple-peak distribution using the other 

BSDF methods and Figure 43 reflects this behavior as well showing an offset ring of 

brightness around the central peak. 
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Figure 38: SunOptics Lens: Perpendicular Front Transmission – Klems scatter Plot 

 

Figure 39: SunOptics Lens: Perpendicular Front Transmission – Variable resolution scatter plot 



Skylight Modeling Validation Report January 2013 

 

49 

 

Figure 40: SunOptics Lens: Perpendicular Back Transmission – Klems scatter plot 

 

Figure 41: SunOptics Lens: Perpendicular Back Transmission – Variable resolution scatter plot 



Skylight Modeling Validation Report January 2013 

 

50 

 

Figure 42: Sun Tunnel Lens: Perpendicular Front Transmission – Klems Scatter Plot 

 

Figure 43: Sun Tunnel Lens: Perpendicular Front Transmission – Variable resolution Scatter plot 
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Figure 44: Sun Tunnel Lens: Perpendicular Back Transmission - Klems scatter plot 

 

Figure 45: Sun Tunnel Lens: Perpendicular Back Transmission – Variable resolution scatter plot 
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The following lists the final Radiance simulation parameters used to generate the BSDF files 

using genBSDF: 

 Direct: -dj 1, -ds 0.01 –dt 0.05 –dc 0.95 –dr 12 

 Specular: -ss 2, -st .01 

 Indirect: -ab 7, -ar 100, -aa 0, -ad 2048, -as 1024 

 General: -lr 12, -lw 0.0001 

 genBSDF:  –c 10000 

The simulations took approximately 20 min for the Standard Klems basis and up to 2 hours for 

the high resolution tensor-tree versions on a modern 6 core CPU.  Some sensitivity studies were 

performed and indicated that the parameters provided adequate accuracy.  However, 

additional study of the exact parameters is in order to determine the minimum parameters 

acceptable for accurate yet efficient simulation. 

TracePro BSDF Approach 

TracePro offers several methods for representing BSDF surface behavior.  There are several 

simplified methods for describing BSDF information in either an isotropic or anisotropic but 

symmetrical form.  There are also completely anisotropic methods that rely on brute-force 

interpolation from large tables of BSDF data.  Other methods rely on modeling the geometry of 

the optical elements in the software and using replication to simulate that behavior across the 

material surface.  In addition to the LBNL data, scatter measurements were performed using 

techniques common in TracePro for measuring and fitting the data to a native TracePro BSDF 

definition. 

Curve-fit BSDF Representations 

It has been shown that many isotropic materials exhibit symmetrical scatter distributions 

relative to the specular ray.  Other materials show a tendency to maintain a strong normal 

component to the scattered light even at higher incidence angles but while still exhibiting side-

to-side symmetry.  Some materials will show some characteristics of both resulting in a double 

peak of output intensity.  Many of the more prevalent BSDF representation models have been 

developed around these two common characteristics. 

The standard Harvey-Shack Gaussian BSDF model available in TracePro assumes isotropic 

behavior and symmetry relative to the specular ray for all incidence angles, see Figure 46.  For 

materials that fit this behavior, a single equation shown below, can be used to describe the 

scatter of light for any direction of incidence. [ref]  Anisotropic “elliptical BSDF” definitions are 

also available that allow two-axes to be defined in the same manner. 
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Figure 46: Harvey-Shack BSDF equation and angle definitions used 

There are three parameters used in the Harvey-Shack BSDF representation: A, B and g.  Each 

parameter controls a different characteristic of the scatter distribution.  The A parameter adjusts 

the overall magnitude, the B parameter adjusts the overall width of the scattered distribution 

and the g determines how quickly the distribution falls away. 

This approach was used to create material models of all the isotropic and symmetric optical 

elements in our skylight systems: the reflective tube walls (both metal and foam core) and the 

reflective white boot.  For these materials, the model fits the measured BSDF well for all angles 

of incidence.  Figure 47 shows the LBNL measurements and Harvey-Shack representation for 

the highly specularly reflective materials used in the SunOptics box system.  As expected this 

material exhibits highly specular behavior at all angles with the dominant exiting angle equal to 

the mirror direction for all incidence angles.  The data does not indicate perfect specularity but a 

very small spread to the reflected light. 

 

 
Figure 47: Sunoptics Reflector BRDF Measurements 
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Figure 48 and Figure 49 presents LBNL data for the reflective Suntunnel tube material and the 

reflective white transition boot material.  Like the reflective SunOptics tube, the Suntunnel tube 

material exhibits high specularity at all angles.  The white boot exhibits more of a diffused 

specularity with significant light spreading +/- 10° around the mirror ray. 

 
Figure 48: Suntunnel reflective tube wall reflectance by incidence angle 

 
Figure 49: SunTunnel white boot reflectance by incidence angle 
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These mathematical representations however do not work well for the prismatic lenses.  Figure 

50 and Figure 51 show attempts to match a Harvey-Shack curve-fit with the measured data for 

the SunOptics prismatic lens.  Each incident angle has a slightly different curve-fit with adjusted 

B and g parameters.  Even with this, it can be seen that the curve-fits do not match the scatter 

data well for many of the conditions, particularly at the higher incident angles.  Often the peaks 

and slopes can be closely matched, but the scatter around these specular directions is not 

matched well. 

Additional comparisons of these LBNL isotropic measurements and the original LTI Optics 

averaged isotropic measurements are included in Appendix A.  This data was not used in lieu 

of more accurate anisotropic data from simulation and additional measurements. 

 
Figure 50: Flat side Harvey Shack transmittance curve-fits 
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Figure 51: Prism side Harvey Shack transmittance curve-fits 

Anisotropic and Asymmetric BSDF Representations 

TracePro provides a Table BSDF definition for modeling asymmetric and anisotropic materials.  

This method requires absolute BSDF numbers and can best match measured data.   These can be 

defined as isotropic or anisotropic and symmetric or now with either single or multiple 

incoming or outgoing angles.  The angles cannot be random, like the raw data provided by the 

PGII goniophotometer, but need to be fit to an even grid of vertical and horizontal angles. 

This lookup table BSDF representation can handle completely anisotropic and asymmetric 

behavior as well as symmetric materials that just don’t conform to the Harvey-Shack mirror ray 

assumptions.  The downside of this method is that it requires a time consuming process, using a 

separate spreadsheet program, to enter all the data into the interpolation format required, 

which uses the same b-bo term seen in the Harvey Shack curve-fits.  The method also results in 

significantly longer simulation times.  For example, a simulation of one of the skylight systems 

using the Harvey Shack curve-fits might took 3 minutes while a simulation using a complete 

BSDF interpolation table took nearly 2 hours: a 50x increase. 

A script was written to convert the dense, but random, PGII goniophotometer data to this table 

format and definitions were created for both prismatic lenses.  However, the data available was 

still isotropic and test simulations with these table BSDF definitions did not yield better results 

in many cases. 

Physical Geometry Techniques 

TracePro Expert includes a feature to model small, repeated optical geometry named “RepTile”.  

RepTile is a module within TracePro that allows small repetitive optical structures to be 

modeled individually and then arrayed onto applied surfaces.  This saves time during the 

development stage as it requires only a single optic to be modeled and saves time during 
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simulation as the optical performance is calculated analytically rather than through 

intersections with geometry. 

However, there are limits to what can be modeled for each individual element.  TracePro 

provides multiple options including rounded bumps/protrusions, Fresnel lens elements, and 

rounded pyramids to name a few.  While this is a great method for modeling optically perfect 

elements, it is not able to take a non-perfect optical element, such as our scanned lens models, to 

then simulate the imperfections that occur during manufacturing.  This is a good approach 

when the optical elements are well known and consistently manufactured. 

Scatter Measurements and Anisotropic Curve-Fits 

A common approach used in TracePro for obtaining BSDF scatter information is through the 

use of two common scatter measurement systems: a Complete Angle Scatter Instrument (CASI) 

or a ScatterScope3d system.  The ScatterScope system works well for predictable scatter around 

the mirror/direct angles, those that can also be described well with the Harvey-Shack 

representation, but is limited to about a 40° angle around the mirror/direct beam.  The CASI 

system can capture complete hemispherical transmittance and reflectance data for a given 

incident angle.  The system requires incident angles to be adjusted manually making the 

generation of complete anistropic measurements a more timely and expensive endeavor.  Both 

systems use lasers rather than collimated light in their measurements.  This appears to cause 

some inaccuracies for anistropic materials with varying geometry, such as the prismatic lens, 

partly due to the small size of the laser and partly due to the polarized nature of the laser. 

CASI measurements were performed for the SunOptics lens material for four (4) different 

vertical incident angles (i = 0°, 30°, 45°, and 55°) and for three (3) different horizontal incident 

planes (s = 0°, 45°, 90°) giving a total of 10 different angles of incident light.  As discussed 

above, due to the optical symmetry of the prisms, the horizontal incoming angles can be 

mirrored to give a complete hemispherical description.  The system was limited to a max of 55° 

for the vertical angles due to physical constraints with the sample.  

The measurements were then processed by a TracePro BSDF converter utility to derive a 

TracePro material definition.  It was reported that more data would be required to generate a 

complete anisotropic table definition.  Hence, the data was matched up with an anisotropic 

Harvey-Shack BSDF representation for each incoming angle, see Figure 52.  These 

representations match up fairly well for the perpendicular incident angles but are not able to 

represent the asymmetry due to the split beam behavior of the prismatic lenses, particularly at 

the higher incident angles. 
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Figure 52: Scatter Works scatter measurements and TracePro ABg Curve Fits 

TracePro Measurement Conclusions 

For the SunOptics systems, the final TracePro simulations make use of the low-resolution but 

anisotropic data measured by Scatterworks and represented in TracePro with Harvey-Shack 

curve fits shown in the previous section.   The original LBNL data and curve-fits were used for 

the Sun Tunnel system as complete scatter measurements of the Sun Tunnel lens were 

unavailable.  All the reflective elements, including the metal highly specular reflective walls, 

and white boot were simulated using the accurate curve-fits created from the LBNL data.  The 

foam core was modeled with a similar curve-fit derived from LTI optics measurements of a 

similar white foam core material. 
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Photopia BSDF Approach 

The Photopia approach for creating and defining BSDF files is described in the following 

sections and includes: values stored and the coordinate system used; physical goniophotometer 

used to measure isotropic and symmetrical materials; simulation approach to generating these 

BSDF files using a newly added Material Lab tool; discussion of the validity of the resulting 

BSDF definitions. 

Relative Luminous Intensity and Coordinates 

LTI Optics records BSDF data in terms of relative luminous intensity distributions. For a given 

incident flux (lumens) for each incident light direction, the luminous intensity 

(lumens/steradian or candela) distribution of the light transmitting and/or reflecting off of the 

sample is measured.  This data is then normalized.  In this way, this initial data set accurately 

describes the distribution of light for the given sample but does not describe the magnitude 

which can often contain large errors due to missed peaks and valleys.  The magnitude is 

determined separately by highly accurate hemispherical transmittance and reflectance 

measurements taken with an integrating sphere.  This method ensures accurate tracking of all 

lumens in a simulation. 

The data is in terms of a polar coordinate system centered on the mirror/direct ray to describe 

the direction of the scattered luminous intensity as illustrated in Figure 53.  The mirror/direct 

ray defines s = 0° which goes to 180° in the opposite direction.  This coordinate system is useful 

for many of our typical BSDF surfaces as it puts a higher density of points around the direction 

where most rays will tend to go.  This is similar to the Harvey-Shack approach in TracePro that 

assumes a higher density and somewhat symmetrical spread of light around the mirror ray. 

For these isotropic and symmetric surfaces, measurements are performed for a “side” 

hemisphere, s = 0° to 180°, which encompasses all angles on one side of the incident ray/mirror 

ray plane.   This hemisphere can then be mirrored for symmetric materials to give a full 

reflected/transmitted relative distribution of light. 
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Figure 53: Definition of LTI Optics Relative Photometric Distribution Coordinate System 

Goniophotometer Measurements 

LTI Optics employs a goniophotometer system that can measure isotropic or anisotropic 

symmetrical distributions see Figure 54. [13]  Isotropic measurements are automated with the 

lightsource and detectors moving through each set measurement position.  For anisotropic 

materials, different i angles are measured by manually rotating the sample.  This system 

measures a side hemisphere of scattered light, as discussed above, which assumes a 

symmetrical distribution around this i plane.  A full distribution measurement is possible by 

requires more manual manipulation of the sample. 

The measurement resolution is coarser than the LBNL data with outgoing angles of every 3-4° 

and incoming rays at 22.5°  increments and 5°  increments.  The coarseness results in a higher 

risk of missing specific peaks and valleys in the data.  However, this leads to distribution errors 

only as an integrating sphere hemispherical transmittance and/or reflectance measurement is 

used along with the relative luminous intensity distributions ensures all lumens are accounted 

for.   
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Figure 54: Diagram of LTI Optics goniophotometer 

Isotropic material definitions are often created for these anisotropic materials by averaging the 

two most different distributions for the range of i measured.  In the case of the diamond prism 

materials, the most different distributions are for a plane aligned with the base of one of the 

diamonds and a plane aligned with a diagonal of the diamonds, see Figure 31.  The base plane 

in this case will have errors as it does not align with the planes of symmetry, hence, the 

outgoing scatter will be asymmetric and not accurately captured. 

This approach of averaging anisotropic data to create a single isotropic definition makes a lot of 

sense for lensed lighting fixtures but may not make sense for skylight system where the 

performance is largely driven by the direction and intensity of the nearly parallel rays from the 

solar disc.  Parallel rays, or a specific incoming direction of light, being the key difference 

between the two applications. 

Consider a 2’x2’ lensed troffer luminaire.  Depending on manufacturing procedures, there is no 

guarantee that the “diamonds” in these prismatic lenses will be aligned with one edge of the 

fixture or another or even some angle in between.  Even if its manufactured one way, there is no 

guarantee it will be installed the same.  Hence, modeling the system with an anisotropic lens 

definition may or may not result in an accurate representation of the installed fixture.  An 

isotropic definition would give a good average prediction of the light distribution.  

Additionally, in a lensed troffer, there are often several fluorescent tubes and a backing white or 

aluminum reflector providing all the light onto the lens.  Hence, the light is coming from many 

incidence angles, with similar intensity from all directions.  Hence, averaging the photometric 

data to come up with a single averaged distribution for all incident angles is often sufficient to 

describe the behavior for a typical luminaire.  It may not accurately predict all stray light 

patterns on the fringes, but it will give a good estimate of the average distribution coming out of 

the fixture, exactly what is needed for the industry. 

Photopia Material Lab tool 

The goniophotometer does not provide a high enough incident or exitant angular resolution to 

adequately characterize the scattering properties of the Sun Optics and Velux lens prismatic 
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materials.  In order to generate high enough resolution and fully anisotropic BSDF data for 

these lens materials, LTI Optics produced a software tool as part of their Material Lab tool to 

simulate the light scattering properties through 3D CAD models of the materials, similar to 

genBSDF in Radiance.   The tool allows the resolution of both the incident and exitant angles to 

be specified independently and to be as dense as the computer system will allow (eventually 

limited by the computer memory). 

The CAD models were generated using the same 3D laser scan measurements as Radiance, see 

Figure 55 through Figure 57.  In the case of photopia, these models do not need to be solids but 

can be a series of faces or surfaces.  Care needs to be taken to ensure the model is truly enclosed 

and that rays don’t enter one surface of the acrylic and leave the model without crossing an 

existing surface. 

 

Figure 55:  Sunoptics lens CAD model. - other side is flat. 

 

Figure 56: Sun Tunnel lens CAD model - “flat” side 
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Figure 57: Sun Tunnel lens CAD model - prismatic side 

Material Lab Simulation Results 

Figure 58 illustrates some of the light scattering behavior of the Sun Optics lens and compares 

the simulations of the 3d model with a visual inspection of the actual sample.   The resolution 

used for these BSDF definitions was every 15° horizontally and 5° vertically for incident light 

and every 10° horizontally and 2.5° vertically for exitant light. 

The simulated image on the left shows the light pattern of scattered light from a laser that is 

incident upon the material at a 45˚ incidence angle.  The material is horizontal along the red axis 

shown in the image, with the flat side facing up.  So the top part of the gray scale image shows 

the reflected light pattern.  Since the material is smooth on top, you see a fairly concentrated 

reflected light pattern.  There is some scatter around that spot due to light reflecting off of the 

prisms on the underside of the material.  The light pattern in the lower half shows how the 

prisms refract the light coming through the material.  You can see how the pattern is odd 

shaped and not simply a central peak with a tapered distribution around it.  With this it is clear 

that it is not possible to accurately model such scattering distributions with the symmetrical 

equation driven representations, such as the Harvey-Shack model. 

The center simulated image shows the light scattering properties from a flat surface to which 

the simulated BSDF data was assigned with the same laser incidence angle.  The goal is for this 

distribution to closely match the distribution on the left.  The lower the angular resolution of the 

BSDF data, the more you would expect the image of this light scattering distribution to get 

blurred.  As you can see, the details of the distribution are represented quite well so the data 

resolution looks to be sufficient. 
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Simulated scatter (3d model on left, BSDF representation on right) 

 
Photograph of scatter 

Figure 58: Light scattering patterns from the Sun Optics prismatic lens material. 

As another check, the photograph on the right was taken by directing a collimated beam of light 

through the physical sample of Sun Optics material from a 45˚ incidence angle just like in the 

simulations.  The size of the spot relative to the size of the prisms was not the same however.   

The physical spot illuminated much fewer individual prisms, which is why you can see their 

individual artifacts in the light pattern.  Overall however, you can see the same general trends 

in the light scattering distribution, thus confirming that the simulated BSDF data should be 

appropriate. 

BSDF Measurement Conclusions 

All the reflective elements in the skylight systems, the specularly reflective walls of the light-

cube and Suntunnel tube and white reflective Suntunnel boot, exhibit highly isotropic and 

symmetric behavior with no noticeable difference for different directions of incident light.  The 

isotropic planar measurements received from LBNL appear to accurately capture their 

reflection characteristics and were used directly or to calibrate the model of these materials for 

all the simulation approaches. 

For the anisotropic and asymmetric SunOptics and SunTunnel lens materials, the BSDF 

approach best suited to the simulation program was used as discussed in the sections above. 

It is important to note that even with highly detailed BSDF measurements of real samples 

and/or simulations of geometrically measured real samples, there is still much manufacturing 

and installation variability to daylighting systems to be considered.  Accurately simulating this 

variability is exacerbated by the fact that the main source of light on a daylighting system is the 

very intense solar disc providing nearly parallel beams.  Direct sunlight striking a BSDF 
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material is completely different than light from a diffuse electric light troffer in that it is striking 

it at a single, very specific incidence angle.  If that incidence angle is not measured well there is 

the potential for large interpolation errors, magnified because of the extremely intense single 

direction source.  Under a cloudy sky where daylight is coming, more or less, from all angles, a 

detailed BSDF is not as critical and an averaged isotropic definition, as discussed in the 

Photopia goniophotometer section, could suffice just as it does for electric lighting.  However, 

when direct sunlight is involved it is unlikely specific patterns will be predictable with 

averaged isotropic BSDF data. 

Additional variability and simulation complexity is introduced in forming prismatic skylight 

“domes”.  These are formed by taking a flat sheet of diamond prisms and forming them to the 

skylight shape.  There is no guarantee that this flat sheet is oriented in a specific direction when 

the dome is formed.  Optical complexity is created by the fact that these known and uniform 

diamond shapes have now been stretched and compressed to create the final three-dimensional 

dome shape.  Consider the standard Signature series domes from SunOptics; they are 

essentially barrel vaults with ribs across the length, see Figure 59.  The diamond shaped prisms 

will be distorted one way or another on all facets of this final dome and will not exhibit the 

optical behavior that a flat prism sheet would.  BSDF measurements would likely be taken only 

of a flat sample, as there are numerous technical difficulties in measuring large, curved, three-

dimensional samples of this kind. 

 

 

 

Figure 59: SunOptics Signature Series Barrel Vault Skylight 
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CHAPTER 7: Simulation Setup 

This section describes the various simulation processes and settings used in creating 

photometric results using the calibrated sky models and BSDF measurements. The process used 

in TracePro is discussed first followed by the process used for Radiance and the process used in 

Photopia. 

TracePro 

The following sections describe the simulation models created in TracePro and the simulation 

settings used to generate the system photometry predictions. 

Geometry Representation 

TracePro expects elements to be modeled as 3d solids and does not allow overlapping solids, 

essentially requiring the model to be a physically valid model.  This helps ensure the validity of 

the simulation results by ensuring all components are physically feasible.  However, it does 

allow for thin sheets to be inserted as elements and it allows for individual surfaces of solids to 

participate alone in a simulation.  In this way, BSDF material definitions that represent a 

complex optics of a solid element, such as the prismatic lenses in our systems, can be applied to 

a single surface in the TracePro model. 

 

Figure 60: TracePro Sunoptics Top Model 

Figure 60 shows an isometric of the SunOptics model in TracePro.  The sun/sky source 

collection box is seen at the top of the model as discussed in Chapter 5.  The system geometry 

starts directly below this.  A roof surface is modeled as a perfect absorber to block any stray 

Roof surface – 

perfect absorber 

Photometric 

collection surface 

Sun / Sky 

Collection box 

 
SunOptics 

top system 
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sun/sky rays from directly passing through.  A plane sitting directly below the exit opening of 

the system is used to collect all system photometric information.  As it captures the angle of 

every exiting ray, this plane captures nearly all the exiting light and treats it as an absolute far-

field measurement.    As the near-field and far-field comparisons in Chapter 5 did not show 

significant differences, these far-field measurements were used for all TracePro simulations. 

Raytracing Settings 

TracePro has a number of parameters that adjust the overall speed and accuracy of the 

simulation.  A brief impact study of the following parameters was performed to determine 

satisfactory settings to use for skylight simulations; 

 No ray spawning versus ray spawning of 1, 2, 3, and 4 

 Minimum flux thresholds 

 Total number of initial rays traced 

 Importance sampling 

Ray-spawning 

Ray spawning is the concept of splitting rays at each surface intersection in a forward ray-

tracing simulation.  When a given ray strikes a surface, rather than purely using probability to 

determine the direction of that reflected/transmitted ray, ray spawning allows the ray to be split 

via the same probabilities into two or more “child” rays, each containing accordingly less flux 

than the incident ray.  This technique can help increase the density of rays further into an 

optical system.  However, it can be misleading in that it does not increase the initial sampling 

from the source and can just exacerbate errors from a poorly sampled source.  Depending on the 

nature of the optical system being simulated, it may or may not improve the speed and 

accuracy of the simulation. 

 

Figure 61: Plot showing performance relative to the number of spawned rays 



Skylight Modeling Validation Report January 2013 

 

69 

Figure 61 shows a quick comparison between no ray spawning and spawning either 1, 2, 3, or 4 

rays per surface intersection for a similar optical daylight system.  The plot shows the number 

of rays that make it to the final surface of interest, in our case, the plane where we wish to 

capture luminous intensity data, per simulation time.  This shows that beyond 1 additional ray 

spawn per surface there is little simulation speed benefit to additional ray spawns.  If increased 

ray density is needed, then it is best to just increase the initial ray set rather than to set 

additional spawning.  For all skylight system simulations, 1 ray spawn is used in TracePro. 

Flux Thresholds 

A similar quick comparison was performed to determine the minimum flux threshold setting 

which determines at what threshold should the system stop tracing a ray.  The default is 0.001 

or 0.1% of the initial ray value.  Settings of 0.01% and 0.001% were explored and showed little 

impact on the final predictions with increased simulation time. 

Limit Bounces 

In addition to the flux thresholds, a limit can be set to the maximum number of bounces to 

simulate.  The default setting of 20 was used for the simulation.  Although a higher setting may 

be appropriate for these long tube reflectors that result in numerous reflections under low 

angled light. 

Size of Ray Sets 

Once the ray spawn settings (1 split) and flux thresholds (0.1%) were determined, the size of the 

initial ray set was explored.  Chapter 5 discusses the creation of the sky source and size 

potential.  Different sampling densities were explored that results in ray sets from 750,000 up to 

20,000,000.  The accuracy of luminous intensity calculations were explored with these different 

size ray sets and the results showed very little difference once the initial ray set exceeded 1.5 – 2 

million rays.  However, it is likely that the more optically complex and elaborate the system is 

the more initial rays would be necessary for adequate accuracy (minimal noise) in the 

simulation. 

Importance Sampling 

A final “Importance Sampling” setting was made in TracePro to further boost the number of 

rays reaching the final plane of interest.  A 2’x2’ ‘target’ was placed at the bottom of the skylight 

systems and tagged as an importance sampling target.  This tells TracePro to spawn more rays 

in this direction which it does while adjusting ray flux values to accurately account for the 

probability of rays heading in that direction. 

Final Simulations 

Using the raysets and settings discussed above, the TracePro simulations took between 5 

minutes for the SunOptics Top system and a couple hours for the Sun Tunnel system using 

lookup table BSDF definitions.  These were using a modern computer with 6 processor cores 

available.  The candela plots were saved at a resolution of every 5° vertical and horizontal 

angles. 
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Near Field vs. Far Field Comparisons 

When taking luminous intensity measurements it is important to measure the intensity far 

enough away from the source such that it acts as a point source for the given direction.  

Typically, a 5:1 rule is followed where the measurements are taken at least 5x the distance of the 

maximum dimension of the source.  The physical luminous intensity measurements performed 

for the skylights are right around this 5:1 limit and hence represent more of a “near-field” 

photometry.  The computer simulations have the ability to report absolute “far-field” 

photometry (measurements are taken at an infinite distance away) as well as near-field 

photometry. 

To determine the difference between near and far-field, a comparison was done in TracePro.  

Sensors were created that matched the exact sensor locations in the field measurements, see 

Figure 62.  The resulting luminous intensity predictions were quite close between the two 

methods as seen in Figure 63.  The far field simulation results show a bit less spread and more 

of a peak, but overall the two methods provide fairly similar results indicating that the points 

were adequately away from the large source to be classified as far-field photometry.  As far-

field is the less time consuming method in TracePro, all TracePro results are provided in terms 

of far-field photometry. 

 

 
Physical near-field measurement points 

 
Computer modeled near-field measurement points 

Figure 62: Section of physical measurement points and computer simulated near-field points 
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Figure 63: Near field vs. far field photometry comparison 

Radiance 

The following sections describe the geometric models used to simulate the various systems in 

Radiance, the different simulation methods explored, and the final method and Radiance 

settings used to generate system photometric estimates. 

Geometry Representation 

The Radiance geometry models of the three skylight systems are shown in Figure 64.  The 

prismatic lenses in all models are represented by a single surface with the BSDF information 

applied.  The acrylic dome of the Sun Tunnel system is modeled as a solid and the same 

interface material that was used for the prismatic lens was applied.  Below this, triangular 

meshes represent the tube and converter boot geometry.  This meshed tube and boot results in 

numerous inter-reflections and poses the greatest challenge for the Radiance simulations.  The 

forward ray-tracers are more adept at these type of optical conditions but also need to ensure 

adequate bounces are simulated. 
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Figure 64: Radiance SunOptics and Sun Tunnel System Models 

As a backward ray-tracer, Radiance is not as adept at determining source side distributions as a 

forward ray-tracer.  To determine the photometric distributions, the Radiance model attempts 

to replicate the test facility by simulating the actual near field sensors locations in a dark room 

with a low reflectance walls, see Figure 65. 

Near Field vs Far Field 

There are at least two ways to determine the luminous intensity in the direction of each sensor.  

One approach is to calculate the illuminance at each sensor and convert to luminous intensity in 

the same manner as the physical measurements, refer to Figure 10.  This near-field approach can 

then simulate the ambient light that occurs in the physical testing lab that is difficult for the 

forward ray-tracers.  However, the ambient sampling has to be very high for these points to 

adequately sample the relatively small opening of the skylights, particularly for the points at a 

steeper angle where the lens has a small apparent area. 

Another approach is to calculate the average luminance at each point in the direction of the 

light source, essentially recording far-field photometry.  This requires sampling scattered over 

the entire exiting surface to obtain an average luminance.  This method does not include any 

ambient lighting in the space and was not pursued further. 
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Figure 65: Near Field Sensor points used in Radiance Simulations 

Simulation Options 

In addition to the sensor locations and calculation method, there are a number of ways to 

approach this simulation in Radiance.  The following sections discuss three different methods 

that were explored. 

Radiance Classic 

Straight forward Radiance calculations can be done by directly modeling all the elements seen 

in Figure 64 and Figure 65, applying the BSDF materials where appropriate, and simulating the 

illuminance at each point using “rtrace”4.  Given the pre-calculation already performed for the 

complex prismatic lenses in the creation of their BSDF definitions, this is not an impossible 

approach.  However, it is definitely challenged by the high ambient sampling required to obtain 

adequate sampling of the skylight opening itself, as well the multiple reflections that have to be 

considered to obtain accurate measurements at the higher exitance angles.  However, in some 

cases, the simulations using this method best matched the measured data. 

“Mkillum” strategies 

The calculations could make use of the Radiance “mkillum” tool.  This tool allows for larger, 

but still significant, sources of light to be used a light source, and therefore accessed in the direct 

calculation in Radiance.  It is applied to surfaces that encompass the light source to be replaced.  

Windows or skylight openings are often good candidates for this treatment.  In our case, the 

bottom opening of the skylight shaft would be the obvious opening to create an illum surface 

allowing for a much easier illuminance calculation inside the space.  However, the new BSDF 

material already provides much of the benefit of an illum surface rendering this tool less 

effective.  Additionally, the mkillum resolution standards are not very compatible with the 

BSDF files.  Mkillum resolution can be adjusted using –d density parameter, but even with a –d 

1000 setting resulting in 3,140 output directions, this approach appeared to not be as accurate. 

                                                      

4 The Radiance module to trace rays in a scene 
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System BSDF approach 

The same genBSDF tool that was used to create the prismatic lens BSDF definitions could be 

used to create a System BSDF file that describes the exiting scatter of light for each angle of 

incident light in the exact same manner as the typical BSDF files.  The variable resolution 

Tensor-tree representation can even be used to capture sharper peaks of incoming influence or 

exiting light.  This approach requires the greatest amount of pre-simulation, but results in the 

quickest end use simulations as all the multiple reflections and complex optics of the system 

have been taken out of the calculations. 

Using this approach, the final simulation model changes slightly.  Since the depth of the system 

no longer needs to be modeled, the model needs only include a single flat surface representing 

the opening of the skylight system enclosed within the roof of the space.  While depth is no 

longer needed, simulation tools may want to consider allowing an offset between one side of a 

“BSDF” surface and the other side.  This is a feature allowed in Radiance for the ambient 

calculations, but does not natively include the direct calculation. 

The resulting scatter predicted using the system BSDF files are illustrated below using the 

standard Klems definition.  Variable resolution tensor-tree representations were used in all the 

final simulations.  For each system, the scattered distribution is shown for 4 different directions 

of incident light, 0°, 20°, 40° and 60° as illustrated in Figure 66. 

 

0° incidence patch 

 
20° incidence patch 

 
40° incidence patch 

 

60° incidence patch 

Figure 66: Incoming patches used to illustrate system scatter at different incidence angles 

Figure 67 shows the scatter distribution simulated for the SunOptics Top system.  There is a 

faint cross like distribution for perpendicular light, similar to the distribution of the top lens 

itself.  At the higher incidence angles, the impact of the foam core walls becomes apparent.  It 

shows a drastic reduction in overall transmittance, going from 82% transmittance at 0° 

incidence to just 49% transmittance at a 20° incidence angle.   Also, a shift in the direction of the 

scattered light can be observed due to reflections off the foam core walls.  At 40° incidence, the 

dominant lobe of light exiting the system is heading back in the towards the direction of the 

sun. 
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0° incidence 

 

20° incidence 

 
40° incidence 

 

60° incidence 

Figure 67: SunOptics Top System – Standard Klems BSDF distribution 

Figure 68 shows the scatter distribution simulated for the SunOptics Box system.  The 

perpendicular transmittance is logically lower than the top only system with 63.5% 

transmittance due to the two prismatic lenses in the system.  Also, the transmittance does not 

drop off nearly as quickly due to the highly reflective and specular walls of the SunOptics box 

system.  It only drops to 55.7% at a 20° incidence angle, already greater than the SunOptics top 

system. 
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0° incidence 

 

20° incidence 

 

40° incidence 

 
60° incidence 

Figure 68: SunOptics Box System – Standard Klems BSDF distribution 

Figure 69 shows the scatter distribution simulated for the Sun Tunnel system.  This system 

shows a fairly symmetrical distribution for perpendicular light.  At the higher angles, the 

exiting light shows scatter back towards the direction of the sun with some dual peaks 

apparent.  Interestingly, at the higher incidence angles, a dark area starts to form in a crescent 

shape in the direction of the incident light. 
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0° incidence 
 

20° incidence 

 

40° incidence 

 
60° incidence 

Figure 69: Sun Tunnel System – Standard Klems BSDF distribution 

Final Radiance settings 

The system BSDF simulation approach proved to be most accurate and efficient to simulate and 

was used to produce the final photometric calculations.  In order to get an adequate ray 

sampling at each sensor point, extremely high sampling density parameters were required.  The 

following Radiance parameters were used for the System genBSDF simulations and the final 

sensor illuminance calculations using the system BSDF as a material definition.   

genBSDF parameters 

 Direct: -dj 1, -ds 0.01 –dt 0.05 –dc 0.99 –dr 6 

 Specular: -ss 100, -st .0001 

 Indirect: -ab 5, -ar 128, -aa 0, -ad 1 

 General: -lr 10, -lw 0.000001 

 genBSDF:  –c 3000, -t4 5 
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Illuminance calculation parameters 

 Direct: -dj 1, -ds 0.01 –dt 0.05 –dc 0.95 –dr 4 

 Specular: -ss 100, -st .00001 

 Indirect: -ab 3, -ar 128, -aa 0, -ad 1024000 –as 128000 

 General: -lr 6, -lw 0.00000001 

Additional studies are warranted to determine the best parameters to use to give accurate 

results as efficiently as possible.  In the genBSDF calculation, the direct relay (-dr), ambient 

bounces (-ab), and limit relay (-lr) parameters, in particular, may be too low and not letting the 

simulation accurately capture some of the high angle light that enters and leaves the systems.  

This is a bigger issue for the systems with highly specular, highly reflective and long shafts.  For 

the illuminance calculations, a very high ambient density (-ad) was necessary to adequately 

sample the relatively small skylight opening.  A high ray weight limit (-lw) was shown to help 

improve the prediction at the sharper output angles. 

Photopia 

The following sections describe the sky models and geometric models used to simulate the 

various systems in Photopia.  The ray sets used and simulation settings are also discussed. 

Sky Models 

The Photopia daylight simulations can be done with standard sun and sky dome source models 

that come with the software or they can be done with ray sets that are generated independently, 

like those made for this project.  The standard sun and sky dome models are based on the 

IESNA RP-21 daylight equations that model the absolute illuminance from the sun (solar disk) 

at various altitude angles and the sky for various sky conditions and solar altitude angles.  The 

sky domes include variable luminance values across the hemisphere as described in RP-21.  The 

sun models include a 0.53 deg. spread in their beam to model the actual angular size of the solar 

disk, averaged over its elliptical orbit.  The combination of both the sun and sky dome models 

produces a total illuminance onto the daylighting device area that is intended to match real 

outdoor conditions. 
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Figure 70: Standard Photopia Sky Dome Model 

Figure 70 shows a standard Photopia sky dome model consisting of 144 patches on a 

hemisphere as well as a model for the sunlight.  In this case, the sun model is square to match 

the shape of the skylight system entrance.  Each patch in this sky dome model is assigned a 

unique luminance based on the solar altitude and sky condition using the sky luminance 

equations in RP-21. 

Since actual daylight conditions can vary widely and the RP-21 equations represent average 

conditions, the ray set based models were used for this study as they were generated from 

measured sun and sky dome conditions at the time of the tests.  Figure 71 shows the light field 

produced by the ray set models for Test 18.  The image on the left shows the rays from the sky 

dome and the light pattern they produce onto the daylighting device.  The image on the right 

shows the collimated rays from the sun model, which produces a sharply defined patch of light.  

Note that the rays in these images just illustrate the general ray directions as their length was 

limited to make it easier to view the light pattern.  The actual rays extend through the 

illuminance planes. 
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Figure 71: Sky dome and sun ray sets for Test 18 

Geometry Representation 

Figure 72 illustrates the SunOptics Box geometry as it was imported into Photopia.  One 

modification that was made to the standard model used in the other simulations was the 

addition of some 1” radius fillets along the ridges of the pyramid.  The real lens has rounded 

transitions between the triangular sections of the pyramid so the fillets were added to better 

match the physical part.  Simulations done with and without the fillets did not change very 

much, so it was concluded that the fillets are not critical to the final results. 

   

Figure 72: SunOptics Box CAD Model in Photopia 

Figure 73a includes vertical and horizontal illuminance planes showing the light field created 

by the sky and sun ray sets as they illuminate the SunOptics Box pyramid.  As seen in this 

image, since the ray sets were generated to illuminate a box encompassing the pyramid lens and 

acrylic dome, some rays do stray past the lens and thus need to be blocked so they aren’t 

counted in the output of the device.   Similar to the roof element in the other simulation tools, a 
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shield was constructed around the top pyramid and assigned a perfectly black material to 

absorb all of the stray rays that don’t strike the pyramid as well as block all of the rays that 

reflect off of the pyramid.  Figure 73b shows the shield drawn as the red mesh. 

 

a) Illuminance planes illustrating stray light 

 

b) shield used to block stray light 

Figure 73: Vertical and horizontal illuminance planes 

Ray Sets and Raytracing Settings 

As an example of how many of the rays from the ray set actually enter the daylighting device, 

in Test 18, which had a solar altitude of 31.3˚, 54.7% of the light was absorbed by the shield.  

This includes rays that were reflected off of the outside of the pyramid back upward.  Overall 

this illustrates the importance of using large amount of rays in the ray sets in order to get 

enough rays through the optical system to create satisfactory results.   

In Photopia, ray splitting is a less efficient method for generating more rays versus simply 

increasing the initial amount of rays in the ray set.  For the final simulations, larger ray sets 

were created and used with the following ray counts: 

 2,268,992 sky rays 

 3,553,271 sun rays 

This number of rays produced adequately smooth results for the candela distributions as can be 

seen in Figure 74.  The general trend in ray-tracing software is the more rays you trace, the more 

accurate your results.  When simulations don’t have enough rays, candela plots are less smooth, 

wavier and illuminance planes look more speckled.  So while this amount of rays was adequate 

to produce a smooth candela distribution, it is marginally enough to produce a smooth 

illuminance pattern on a plane below the device, see Figure 75.  This is because the illuminance 

planes contain a lot more detail, thus requiring even more rays to resolve.  Figure 75 shows a 

shaded illuminance plot for a 40’ x 40’ floor plane, 8’ below the device.  The shaded image on 

the plane would look smoother with more rays, but is still enough to see the general shape of 

the light pattern.  This is an example of a task-side application that backwards ray-tracers are 
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more adept at simulating since they start the ray tracing from the specific illuminance points in 

question. 

 

Figure 74: Polar candela plot for the Sunoptics Box Test 18 

 
Figure 75: Simulated illuminance on a plane below the skylight 

As a reference, the following candela plot shows the distribution produced using Photopia’s 

standard RP-21 based sun and sky dome models using sky patches illustrated in Figure 70.  The 

overall trends in the distribution are quite similar, with the main differences being the ray set 

models based on actual conditions showing more light in the center of the distribution.  The 
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amount of light around the center of the beam is largely determined by the ratio of the sky 

illuminance to the solar illuminance, so that differs in the RP-21 equations from these actual 

conditions.  The angles at which the peak intensities on either side of the beam center are also 

higher by about 5˚ when the standard models were used.  This distribution was created using 

100,000,000 rays, however since Photopia’s sun and sky dome models emits light onto a larger 

area than the input pyramid of this device, 93% of those rays were absorbed in the shield.  So 

this means that about 7,000,000 rays were traced through the device. 

 
Figure 76: Polar candela plot for Test 18 using standard RP-21 sun and sky models 

Due to the potential for a lot of inter-reflected light down the shafts of these devices, 50 ray 

reactions were specified for the simulations.  This means that the light can reflect or refract up 

to 50 times before the ray is dropped from the results.  It was found that after 50 ray reactions, 

only a fraction of a percent of light was left in the device, so the results were representative of 

the full output of the device.  This is quite a bit higher than the relay limits specified in Radiance 

(12) and TracePro (20). 

The daylight simulations in Photopia are setup so that the major axis of the horizontal angles of 

the candela distribution are in line with the north-south and east-west directions.  In particular, 

the 0˚ horizontal angle is aligned with due north, 90˚ is due west, 180˚ is due south and 270˚ is 

due east, as illustrated in Figure 77 .  Horizontal angle sets of 0° to 360° in 22.5° increments were 

used to fully represent the asymmetric output of these devices as the sun was incident from a 

wide range of azimuthal angles. 
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CHAPTER 8: Simulation Results 

The final results are presented in the following sections comparing the field measured 

photometric plots with several simulated photometric plots.  The following simulation results 

are included: 

 TracePro simulations using the anisotropic Harvey Shack representations of the scatter data 

measured by the Scatter Works and processed by TracePro staff.  

 Photopia simulations using the simulated anisotropic BSDF definitions generated from the 

3d laser scan models of the lens and using Photopia’s Material Lab tool. 

 Radiance simulations using the simulated anisotropic BSDF definitions generated from the 

3d laser scan and using the genBSDF tool.  Additionally, the System BSDF approach was 

used.  

The Sunoptics Top Lens measurements and simulated results, the Sunoptics Lightbox results, 

and the Sun Tunnel results are shown below.  For each skylight system, results are shown for a 

partly cloudy sky, a low-angle sun, a mid-angle sun, and a high-angle sun. 

 

Figure 77: Photometric Coordinate System 
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All the photometric charts are plotted according the coordinate system shown in Figure 77.  

This matches the measured results and those natively reported by Photopia and TracePro.  

Nadir defines  = 0° and +Y or north defines 0° .   then proceeds in a right-hand rule 

direction.  While 22.5°  angle increments were measured and simulated, only the 4 planes 

indicated at 45° increments are plotted for easier visual comparison.  Additionally, only  angles 

of 0°, 5°, 15°, 25°, 35°, 45°, 55°, 65°, 75° and 85° are included in the plots to match the exact 

angles that were measured.  Both TracePro and Photopia will natively provide results for every 

5° increment.  Note that the sky images included are looking upwards with north at the top. 

SunOptics Top Lens 

The SunOptics Top Lens only setup represents the simplest optical system measured, basically 

containing the prismatic top lens, and semi-specular white foam core walls.  The foam core 

walls may represent the biggest unknown in this system as the original foam core was never 

measured.  LTI Optics provided BRDF measurements of a similar white foam core 

measurement that was matched in TracePro and Radiance. 

Figure 78 shows the results for test 11: a high sun angle and partly cloudy sky.  All simulation 

approaches match up fairly well with the measured photometrics.  All show a peak candela 

angle at -15° from Nadir, however the Photopia and TracePro results show this peak in the 90° 

plane while the others show it in the 135° plane.  In reality and considering the angle of the sun, 

the peak is right in between very near a 115° plane.  The Trace and Photopia results also show a 

smaller contribution in the 0° and 45° planes.  Increasing the sky component and decreasing the 

solar component improves the match indicating that perhaps the modeled sun and sky source 

had too low of a sky component.   

Figure 79 shows the results for test 15: a low sun angle.  The measurement data for this test 

appears to have an error at the nadir point.  Ignoring this spike, all the results vaguely match 

the shape: a wide distribution with broad peaks at 35° and -45°.   However, they all seem to 

mirror the measured data with the peak on the opposite side.  Lower sun angles require many 

more specular bounces to be simulated and it appears that all approaches lose some accuracy 

under these conditions. 

Figure 80 shows the results for test 25: a mid sun angle.  These results show a fairly direct 

transmission of daylight with the peak candela at a 25° from Nadir in the 90° plane: nearly 

opposite of the position for the sun.  All simulation approaches show this similar peak angle 

and similar intensities in the other planes.  The exception is that both TracePro and Photopia 

predict a small counter peak in the surrounding 45° and 135° planes.  It appears that something 

may be amiss with either the simulated source or surface but it is not clear where an increase in 

diffusion or specularity would improve the match. 

Figure 81 shows the results for test 28: a high sun angle.  These also show a fairly direct 

transmission of daylight with a strong peak at 15° from Nadir.  All simulations match fairly well 

with a similar relative intensity to all four planes of data.  They all indicate a 15° peak angle in 

the 45° plane and the least flux in the 135° plane. 
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Figure 78: Sunoptics Top photometric comparison, partly cloudy sky (Test 11) 
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Figure 79: Sunoptics Top photometric comparison, low sun angle sky (Test 15) 



Skylight Modeling Validation Report January 2013 

 

89 

 
Measured Sky 25 

 
Measured Candela Plot 

 
TracePro Simulated 

 

 

Radiance Simulated  

Photopia Simulated 

Figure 80: Sunoptics Top photometric comparison, mid sun angle sky (Test 25) 
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Figure 81: Sunoptics Top photometric comparison, high sun angle sky (Test 28) 
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SunOptics Box 

The SunOptics Box setup represents a more complex optical system with two prismatic lenses at 

the entrance and exit of the system, and highly specular metal walls.  LBNL isotropic BRDF 

measurements were used to calibrate the surface models in all simulation approaches.  

Fortunately, this material showed highly specular, symmetric, and isotropic behavior and is 

simulated fairly easily in all approaches. 

Figure 82 shows the results for test 9: a high sun angle and partly cloudy sky.  All simulation 

approaches match each other very well with a larger peak at -15° in the 135° plane.  The 

measured results indicate more of a balance with an equal  0° and 135° plane.  It is interesting to 

see all measurements match so well and perhaps indicates a systematic error in the either the 

measurements or in something common to all simulations. 

Figure 79 shows the results for test 18: a low sun angle.  The measurement data shows one 

significant spike at 45° and a much bigger one at -35° in the 90° plane.  Given the suns 90° 

azimuth angle at this time, this makes sense as perhaps a single reflection peak and a double 

reflection peak.   None of the simulated results match this shape extremely well but they all 

show a similar dual peak distribution.  They all have the right peak at 55°, instead of 45°, and a 

broader left peak closer to -40°.  While Photopia and Radiance match the measured data with a 

stronger peak on the right, TracePro shows the opposite.  This may be due to lacking BSDF data 

in the TracePro simulation that missed or misinterpreted a peak in the scattered data.  Radiance 

indicates a much more diffused distribution than the others indicating possible issues with the 

specular reflection model and/or with the specular bounces included in the simulation.  Overall, 

it appears that the simulations did not exactly capture the initial scatter at the top lens and the 

multiple reflections that occur in this system given the lower sun angle. 

Figure 80 shows the results for test 22: a mid sun angle.  Like the previous sky, the 

measurements show split peaks in the 90° plane, however not as pronounced with more 

diffusion in general.  All the simulations correctly matched this peak at -35° but all seemed to 

over predict the magnitude of it as the other planes are smaller in comparison.  This could be 

another systematic issue in the simulations, perhaps due to the sky source being too small 

relative to the solar source. 

Figure 81 shows the results for test 32: a high sun angle.  The measurements show a fairly 

symmetric lobe of distribution centered around 5° from Nadir.  With the high sun angle, this 

indicates minimal direct solar reflections within the SunOptics box.  The Radiance simulations 

match the best with very close magnitudes in all planes.  The TracePro and Photopia results 

indicate a slightly stronger peak at 15° in the 45° plane.  This matches the location of the solar 

disc a bit more which is roughly 15° from zenith and could indicate too much specularity in the 

SunOptics prism models. 
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Figure 82: Sunoptics Box photometric comparison, partly cloudy sky (Test 9) 
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Figure 83: Sunoptics Box photometric comparison, low sun angle sky (Test 18) 
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Figure 84: Sunoptics Box photometric comparison, mid sun angle sky (Test 22) 
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Figure 85: Sunoptics Box photometric comparison, high sun angle sky (Test 32) 
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Sun Tunnel 

The Sun Tunnel system represents the most complex optical system measured.  Optical 

elements include the clear acrylic top dome, a highly reflective metal tube, and a bottom 

prismatic top lens. 

Figure 86 shows the results for test 6: a high sun angle and partly cloudy skies.  The measured 

results indicate a sharper peak somewhere between 15-25° from Nadir and between the 0° and 

135° planes.  The TracePro results show similar sharp peak while the Radiance and Photopia 

results show wider lobes in the same direction.  The Radiance results seem to favor the Nadir 

direction. 

Figure 87 shows the results for test 16: a low sun angle.  The measured results show a very wide 

and symmetrical distribution which is also seen in all the simulation results.  However, the 

Radiance results again seem to favor the Nadir direction. 

Figure 88 shows the results for test 25: a mid sun angle.  The measured results show a sharp 

peak at 45° in the 90° plane, slightly sharper than the incoming sun angle of 35°.  At these 

angles, there are at least two direct bounces in the tube.  The Photopia results matche this sharp 

distribution the best with a peak at 45°. Both the Radiance and TracePro results show a much 

broader distribution than the measured results or Photopia, with a lower peak angle.  This 

perhaps indicates an inadequate sampling of the high angle, multiple bounce rays or poor BSDF 

descriptions at the higher angles.  The Radiance results again seem to favor the Nadir direction. 

Figure 89 shows the results for test 28: a high sun angle.  The measured results are similar to test 

6, which had a similar sun angle, but indicate a tri-peak in the 45° plane which is the same plane 

as the sun.  The BSDF measurements for the Sun Tunnel lens show a triple split beam behavior 

reminiscent of these results.  The Photopia results best match this behavior with equal split 

peaks.  Both TracePro and Radiance results show some level of split peaks but not nearly as 

pronounced or balanced as the measurements. 
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Figure 86: Sun Tunnel photometric comparison, partly cloudy sky (Test 6) 
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Figure 87: Sun Tunnel photometric comparison, low sun angle sky (Test 16) 
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Figure 88: Sun Tunnel photometric comparison, mid sun angle sky (Test 24) 
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Figure 89: Sun Tunnel photometric comparison, high sun angle sky (Test 30) 
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CHAPTER 9: Conclusions and Recommendations 

The following conclusions and recommendations can be drawn from the results of the various 

activities performed in this research project. 

Sky Measurement and Processing 

 The described method for capturing hemispherical sky images resulted in a valid and 

useable sky luminance description. 

o The method involves a digital camera with a hemispherical lens capable of equi-angular 

mapping and exposure bracketing and a shading disc to obscure the solar disc. 

o Simultaneous global horizontal and diffuse illuminance measurements were taken to 

calibrate the resulting HDR image. 

o It is important that the shading disc for the camera and for the illuminance meter (for 

the diffuse measurement) block an equivalent solid angle of the sky.  It is also helpful for 

this shading disc be as close to the 0.53° angular diameter of the solar disc as possible, 

while preventing any view of any part of the solar disc by any part of the detector. 

o The illuminance measurements proved to be more useful for calibration than the zenith 

illuminance measurements that were more variable. 

 The method presented for cropping, masking, filling in, and calibrating the obtained HDR 

sky image resulted in a valid equi-angular hemispherical luminance map useable in lighting 

software. 

o Given equivalent shading discs, the digital camera skydome image, with the shading 

disc element present, permits camera absolute luminance calibration from the 

independently measured diffuse illuminance. 

o Use of a Perez sky patch was found to be most effective at filling in the missing sky 

patch (blocked by the shading disk) versus other CIE standard sky types. 

o A solar disc source created and located according to solar position algorithms.  The 

filled-in sky source was calibrated to provide the measured diffuse illuminance +10% 

and the solar disc intensity was calibrated to match the global illuminance 

measurements. 

 The method for using the calibrated sky luminance map to generate a set of sky and sun 

rays useable in forward ray-tracing software resulted in valid sets of sky and sun source 

rays, adjustable by desired spatial density and angular resolution. 

o A sky resolution of 128x128 (a sampling of 12,867 sky patches covering the 

hemispherical solid angle of the sky) was found to provide adequate resolution of the 

sky source without overloading the ray-tracing software with too many rays (or to be 

exact, the computer’s ram with too much data). 

o An equi-angular mapping appears to be the best hemispherical mapping algorithm as it 

samples overhead patches, where daylight has the greatest impact on skylights, as well 

as low patches, where the sun is often found over the course of a year, equally. 
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o Random sampling of both the ray location and direction gave the best results, avoiding 

any errors due to any regular or repeated patterning in the sampling. 

o The approach of generating rays such that they fall onto 5 surfaces of a defined box to 

encompass all receiving surfaces of the desired skylight system worked well.  The 

method minimized the amount of rays needed to get good sampling through the system. 

o A total ray count of around 1 – 5 million rays appears to give adequate accuracy without 

overloading today’s computer processing capabilities.  Using ray-splitting algorithms  

was determined to be an accurate way of increasing the ray sampling at the exit of a 

system without requiring larger ray sets. 

 We learned to pay careful attention as to the orientation of any anisotropic and/or 

asymmetric optics as this greatly impacts the exact optical performance of the system. 

BSDF Measurement and Processing 

 Anisotropic and asymmetric BSDF measurements are necessary for any materials that 

exhibit such behavior in order to accurately predict a skylight systems exact photometric 

performance for a specific condition. 

o This is primarily due to the large impact that the direct solar beam (nearly parallel rays 

from a specific direction) has on the skylight system performance.  Electric lighting 

system optics typically have a much more diffuse source of light that justify the use of an 

averaged, isotropic definition.  

o While not accurate at predicting specific conditions, averaged isotropic and symmetric 

BSDF representations may still be a good method for predicting annual average 

performance or performance of systems where the manufacturing and installation 

orientations are unknown.   The LTI Optics goniophotometer method offered us a good 

approach to creating this type of averaged isotropic representation. 

 A maximum BSDF measurement density of 1°-2° appears to provide adequate resolution to 

capture the skylight lens optical characteristics and the skylight system characteristics.  

Horizontal angle (I) increments of 22.5°, a common increment in electric lighting 

photometrics, are likely too large to capture some of the unique optical/geometric effects that 

can occur with prismatic lens materials. 

o The standard Klems resolution of 145 patches resulted in a low density of sampling, 

roughly every 12°, and can miss significant spikes in the distribution for anisotropic and 

asymmetric BSDF materials.  This resolution is likely adequate, however, for many 

homogenous, isotropic and symmetrical BSDF materials. 

o Variable resolution BSDF definitions offer a good solution in that they provide adequate 

density when required.  Tensor-tree log 5 representations (1000+ sample directions) 

appear to describe the prismatic lens optics and system optics adequately, though 

results will likely improve using a log6 tensor-tree representation giving over 3,000 

sample directions. 

o Centering spherical coordinates around the mirror/direct ray appears to be a good way 

of getting a higher sampling density in the mirror/direct ray direction, which is often the 
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peak candela direction for many BSDF materials.  However, it does not adequately 

address peaks that occur due to more complex optical elements such as the prism lenses. 

o An approach of combining the centered spherical coordinate approach used by Photopia 

and the tensor-tree variable resolution approach implemented in Radiance could 

provide the most efficient and effective definitions.  The coordinate system would 

naturally provide a greater density around the mirror/direct ray, while the auto-

discretization algorithms would determine when this maximum resolution is needed. 

 Computer simulation of 3d solid models of optical elements using the Radiance tool 

“genBSDF” appears to be a valid approach to generating BSDF definitions.  Caution should 

be taken to ensure: 

o The solid model is completely enclosed so that any ray that enters also exits the medium. 

o The solid model has adequate density to capture the necessary optics and any 

manufacturing defects.  Ray trace modeling of ideal (perfect) optics does not provide a 

useful BSDF result as there are too many manufacturing imperfections that are not 

properly traced with such models. 

o Shielding is used to prevent any stray rays that miss the system from being included in 

the results. 

o Settings are high enough to accurately capture the multiple reflections and refractions 

that can occur in more complex optical systems. 

 TracePro BSDF definitions provide acceptable accuracy but care needs to be taken in the 

creation so that all important optical characteristics are captured. 

o The Harvey Shack BSDF model appears to provide good results for materials that 

exhibit isotropic and symmetrical distributions but is not able to handle more complex 

anisotropic and asymmetric materials. 

o A lookup table BSDF definition approach can adequately describe anisotropic and 

asymmetric materials but seems to drastically increase simulation time, taking nearly 

10x the time of a simpler equation based definition. 

 The Photopia Material Lab tool appears to produce accurate BSDF definitions that match 

those measured and simulated in Radiance.  The resulting definition can only be used 

natively in Photopia simulations. 

 The XML BSDF file format defined by LBNL represents a good start towards a standardized 

BSDF format.  More effort is recommended to determine a common format, similar to an IES 

photometric file that can be written and read by any lighting simulation engine. 

 The BSDF file formats native to TracePro appear to adequately address scatter from isotropic 

and symmetric materials but are difficult to obtain for more complex anisotropic materials. 

Simulation and Modeling 

 For the tested skylight products, far-field simulation did not vary much from near-field 

simulation using TracePro.  In forward ray-tracers, far field simulations and near-field 

emulators used by Photopia appear to be acceptable alternatives for collecting photometric 

information. 
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 An adequate amount of rays is necessary for obtaining smooth and accurate exiting 

luminous intensity distributions, particularly when using forward ray-tracers. 

o In TracePro, this can be adequately done using ray-splitting algorithms which cause 

multiple rays to be spawned at each transmitting or reflecting interface.  Smaller initial 

ray sets are recommended, as they load and simulate quicker, along with a 1 to 2 ray 

spawns per bounce.  More spawning per bounce increases simulation time. 

o In Photopia, initial ray sets of 5 to 10 million provide an adequate amount of rays to 

enter the system for smooth photometric results. 

 For highly specular and reflective systems that exhibit potential for multiple bounces within 

the system, it is important to simulate adequate bounces.  The 50 bounces used in the 

Photopia simulations captured all but a fraction of a percentage of peak candela at sharp 

exiting angles, and appeared to be the realistic option.  The 20 bounces used in TracePro 

seems to be adequate for most situations but possibly misses some high angle light in certain 

situations, -such as Sky 24 (Figure 88).  The 12 bounces used in the Radiance simulations does 

not appear to capture this high angle flux, particularly in the optically complex SunTunnel 

system where many of the results had a strong bias towards Nadir. 

 Along with a high maximum reflection setting, a low flux threshold setting is recommended 

to help capture the flux at sharp incoming and exiting angles. 

 Using Radiance, adequately high simulation parameters during the generation of both the 

lens BSDF definitions and system BSDF definitions is critical for accurate tail end 

simulations.  While these simulations are time consuming, the simulation time is reduced 

drastically for subsequent application simulations. 

o A system BSDF approach proved to be more accurate than running a classic Radiance 

simulation or one creating “illum” surfaces with mkillum. 

o A system BSDF approach has an added benefit of being compatible with newly 

developed 3-phase and 5-phase annual daylighting simulation approaches. 

Photometric Validation 

Overall, the simulated luminous intensity emanating from the skylight products matched the 

general shape of those measured quite well.  However, while the general shape matches, there 

is lower reliability in simulating an exact luminous intensity in a given direction.  The following 

conclusions can be made. 

 The accuracy and detail of any BSDF measurements used to describe optical materials in the 

system is critical.  Isotropic and low resolution representations appear to miss critical optical 

characteristics of both a single material and an optical system. 

 The accuracy of the small system geometric details does not appear to be as critical.  There 

was minimal impact on the results when fillets were added to the lens in the Photopia 

SunOptics simulations.  This at first seems in contradiction with the statements about not 

modeling ideal lens optics.  However, these fillets represent a very small portion of the 

overall area of the skylight whereas the little pock marks left by the injection molding 

process occur at every pyramid and end up representing more of the skylight area.  The 
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tested skylights likely had other imperfections such as scratches and marks on the lenses and 

dents and marks on the reflective tubes.  However, there were no noticeable quirks in the 

simulated data that would indicate any major imperfections in the manufactured geometry. 

 All simulation engines appear to struggle at capturing high angle light leaving the systems.  

Figure 90 plots the % difference between the simulation engines and the measured data for 

Sky 9.  This was a sky condition in which all simulation results matched each other fairly 

well.  It can be observed that while they were all off from the measured data, they were all 

off in a very similar way.  They tend to underestimate the high angle luminous intensity, 

while matching the distribution below 50° fairly well.  This is likely due to two effects: 

o Even though the goniophotometer room was painted black and the illuminance sensors 

had black painted shields directed at the skylight opening, there is still significant 

ambient light that will bounce around the room, more so for the higher sensors that get a 

more direct bounce of the ambient light off of the floor.  The Radiance simulations 

shown were for perfect absorbing walls, simulating this ambient reflection would likely 

improve the match with the measured data.  While this helps explains the discrepancy 

between the simulated and measured, it should be noted that perhaps the simulated 

results are the more accurate as they don’t include this erroneous ambient lighting. 

o The higher exiting angles require more bounces and lower ray limits to adequately 

simulate. These higher points would see a reduction in flux if these parameters are not 

set high enough. 

 

 

Radiance % error 

 

TracePro % error 

 

Photopia % error 

Figure 90: Error Comparison for Sky 9 

 All the simulation approaches appear to be adequate in describing the general shape of 

daylight distribution for simple to complex optical skylight systems under a range of sky 

conditions. 

o They do not appear to be able to predict very sharp and specific optical effects that 

may come from an imperfectly manufactured system.  However, they do seem to 

predict performance accurately enough for design work, comparisons, and general 

skylight layout and analysis. 
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o The resulting photometrics seem to lack the accuracy and resolution to perform very 

detailed glare analysis of a skylight system. 

 For TracePro, using higher resolution more accurate BSDF definitions of the prismatic lens 

materials and increasing the total ray bounces and weight limits would improve the overall 

accuracy of the TracePro simulations.  BSDF resolutions similar to the variable resolution 

used in Radiance (1024 maximum output regions) or Photopia (2.5 – 5° spacing) is 

recommended.  Total ray bounces of 50 are recommended to better capture the high angle 

light. 

 For Radiance, increasing the total ray bounces when generating the system BSDF file 

definitions and modeling the ambient light in the space would improve the accuracy of the 

simulations. 

 Overall, a computer simulation approach avoids the hurdles facing physical photometric 

measurements of skylight systems, namely: 

o Size constraints – the simulation methods developed using the three different systems 

have no size constraints.  The daylighting systems could be 1’ to 100’ wide and the 

software would deal with the simulation equally.  Unless optical elements are added to 

the system, these larger sizes will not impact the simulation time significantly. 

o Sky constraints – the simulation methods can use any sky/sun source desired, at any 

time of day or day of the year, at any latitude or for any sky weather condition.  

Captured sky images can be fed into the simulations or standard algorithmic definitions 

such as the CIE or Perez standards can be used. 

o Photometric resolution constraints – the simulation methods can produce high 

resolution photometrics, but not with unlimited resolution.   The ultimate resolution is 

dependent on the resolution used in defining all BSDF materials in the systems and on 

the simulation parameters used, particularly the number of rays traced.  In Radiance, the 

number of sensors simulated is nearly directly proportional to the simulation time.  In 

Photopia and TracePro, higher resolution photometrics can be produced to the point 

where the data becomes erratic so that many more rays are required to maintain 

accuracy. 

o Time constraints – the simulations can be carried out at any time and on any number of 

computers drastically improving the accessibility to detailed skylight performance data. 

Next Steps 

The following next steps are recommended based on the conclusions of this report. 

1. Organize a daylighting sub-committee within the IESNA to develop and publish a 

companion document to the IES LM-81-10 document5 that outlines an approved method for 

creating optical daylighting system photometric distributions using computer simulation.  

                                                      

5 “Photometric Testing of Skylight and Tubular Daylighting Devices under Hemispherical Sky 

Conditions” 
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Part of this effort would be to define some standard formats for the resulting daylighting 

system photometric information to then be used back in lighting calculations and lighting 

simulations.  This is likely some form of a standard “system BSDF” file format that describes 

the entire system performance at once.  A concise yet flexible format is recommended that 

can handle the simple Klems 145 patch basis as well as the more complex variable resolution 

definitions.  It may also be in the form of a standard set of photometric data for key 

representative “design days” throughout the year using the approved IESNA sky models. 

2. The National Fenestration Rating Council (NFRC) has shown interest in expanding their 

rating, certification and labeling efforts to include additional daylighting metrics.  

Coordinate with the NFRC in implementing system photometric information in future 

Daylighting Product metric and rating efforts.  This is likely an expansion of the simple 

Visible Transmittance (VT) metric currently used for fenestration which is a simple 

measurement of light transmittance at a single perpendicular angle. 

3. Create an openly available benchmark database with the measured sky and photometry sets 

for future validation of simulation engines or to validate further refinement of the methods 

explored in this report.  More daylighting benchmarks in general are needed in the 

daylighting simulation industry to ensure reliable data is being produced and reported to 

the design industry and this data set could be part of these efforts. 

4. Organize a daylighting sub-committee within the IESNA to develop approved annual 

daylight simulation methods that can take into account optical daylighting systems.  Such a 

committee’s focus would be on all annual simulation methods and protocols but would 

need to coordinate with any standard daylighting photometric file formats coming out of 

activity 1 above.  Such a sub-committee may already be needed as there are other important 

annual simulation issues to standardize; including shade control algorithms, daylight 

coefficient standards relative to patch resolution and the number of “phases” implemented, 

weather data use, and standard annual performance file formats. 

5. Engage and inform daylighting software developers of any daylighting system photometric 

standard developments (activity 1) and any annual simulation standard developments 

(activity 4).  Encourage the adoption and development of software to include daylighting 

system photometric data and validated annual calculations.  Several daylight software 

developers are already involved in related IESNA daylighting committees. 

6. Engage and inform the architectural daylighting design community as to the relevance of 

having more detailed photometric available when reviewing products and simulating 

performance.  Likely, their main exposure to these advances will be through new labels that 

reports new daylight metrics on daylighting products and new advances in their lighting 

software that simply correctly simulates these devices. 
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 BSDF Measurements Appendix A:

A.1 Theoretical Simulated BSDF Predictions 

Diamond shaped, pyramidal prism structures exist for both the Sunoptics and Suntunnel lens 

products.  To get a feel for the type of distribution to be expected with this material, several 

pyramid prism models were created, see Figure 91.  A model with perfect angular pyramids 

was created to represent one optical performance extreme and a model with rounded peaks and 

valleys was created to better represent the manufactured materials.  For incidence angles 

parallel, perpendicular, or at a 45° (this prism structure is square rather than diamond shaped) 

to the prism structure, the material will likely exhibit isotropic behavior.  However, for in 

between incidence angles there is likely anisotropic behavior due to the optical effect of the 

prisms themselves. 

   

Figure 91: Geometrical models of the prism skylight lens materials (angular and rounded 

prisms) 

As expected, the diamond prism optics creates a split-beam effect, see Figure 92.  These are ray 

trace plots of rays passing through the prism material: they originate on the left and pass 

through the material from left to right.  For a perfect angular prism, there is never an 

undeviated (“straight”) ray that passes through the system as one would have with transparent 

(image preserving) materials.  Instead, the direct beam is often seen split into two or three 

dominant directions due to the multiple internal refraction and reflections that occur.  In fact, a 

perfect 45° pyramid will create total internal reflection for rays striking the material 

perpendicularly (0° incidence angle) and there would be zero transmittance. 
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Figure 92: Examples of transmitted scatter for a perfect acrylic prism 

In reality, the prisms are far from perfect having rounded peaks, rounded valleys, dimple 

marks, and other slight imperfections.  Because of this, the materials do have some undeviated 

transmitted/reflected light and a more uniform spread of light than the angular example above 

showed.  Figure 93 illustrates this spreading behavior of the rounded prism model.  The light 

tends to be spread in a “cross” pattern that is relative to the orientation of the prisms.  

Essentially, light is spread into four directions dictated by the orientation of each side of the 

square pyramids.  This cross pattern is often centered on the undeviated ray direction.  

However, at higher incidence angles, the side-to-side spread starts to diminish leaving a spread 

only in the direction of the incident ray. 
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Figure 93: Example of “Cross” distribution pattern common of all square prism materials 

When the pyramids are aligned with the direction of incident light, as is the case in Figure 93, 

the spread is directly up and down, left and right and is symmetrical around the incident ray 

plane.  This is a case where the LTI Optics measurement approach, assuming a plane of 

symmetry, is sufficient.  However, if the diamonds were rotated away from the incident beam, 

the cross pattern would also rotate accordingly and there would no longer be a symmetry 

plane. 

This study of the theoretical spread of light informs our expectations of the BSDF 

measurements: 

 The materials exhibit some level of beam splitting behavior where there is no longer a single 

central peak in the specular/transparent direction but often two or three distinct peaks. 

 The materials exhibit a cross pattern of diffusion where light is spread in four distinct 

directions corresponding with the sides of the diamond shaped prisms. 

A.2 SunOptics Pyramid Measurement Comparison 

A comparison of the LBNL isotropic prismatic lens data and LTI Optics average isotropic 

measurement data using their goniophotometer system is presented below.    This data was not 

used in the final simulations as more accurate anisotropic data was obtained. 

The measurements from both laboratories were normalized to a peak output of 1 (LTI Optics 

data comes in this form given their relative luminous intensity distribution approach) and the 

planes of these relative distributions were compared.  The results show a discrepancy between 

the two measurement techniques consistent with the data collection procedures discussed 

above.  Samples of the measurements for a 0 and 180°  s outgoing plane and for i =0° and i = 

0°, 40°, and 70° incoming angles are shown in the sections that follow. 

Figure 94 compares the BSDF data for the transmittance of the SunOptics prism material with 

light incident on the flat side of the material.  It is readily apparent they do not match up very 

well except at the higher incidence angles. 
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LBNL data shows a very significant spike at the directly transmitted angle, indicating a 

significant portion of light passing directly through the material, and a couple of much smaller 

peaks indicating more spread to the beam.  This somewhat matches our expectations for split 

beam behavior except for the directly transmitted component which is significantly more 

intense than any of the split-beam components.  At 70° it resembles the theoretical distribution 

better (refer to the Figure 93 60° example) with a small directly transmitted component and a 

more intense spread towards the surface normal. 

LTI Optics data shows a much broader distribution for all incident angles and exhibits some 

double and triple peaks indicating some split-beam behavior.  Because the data is an average of 

two incoming horizontal directions, and at a lower resolution it is smoother in general, it does 

not exhibit the same sharp peaks and valleys indicated by the LBNL data. 
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Figure 94: Comparison of SunOptics pyramid flat side transmittance measurements 

Figure 95 plots the same data according to the theoretical, rounded prism, model.  The shape of 

the data does resemble that of the measured data by LBNL, to some extent.  The theoretical 

model seems to show greater spread at normal incidence and less spread at the higher angles.   
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Figure 95: Theoretical prism flat side Transmittance Measurements 

One of the most noticeable differences between the two lab’s prismatic lens measurements is the 

sharper peaks, typically at specular or direct angles, exhibited in the LBNL data set.  This is in a 

large part due to the averaging that occurs in LTI Optics data but also partly due to the section 

of data that is being reported.  Consider an example of transmittance for a 50° incidence angle 

( = 0° and  = 50°) on the flat surface of the SunOptics lens.  Figure 96 compares the incident 

plane, s = 180° and s = 0°, of the two lab’s output data to a full spherical set of raw data from 

LBNL for the same 50° incidence angle.  Both the shapes seen in the planar data reported by the 

labs (a) can be seen in the full hemisphere scatter data (b).  As expected, the LBNL planar data 

aligns with the 0° plane.  The LTI optics data appears to be an average between the various 

output planes that likely represent the 0° plane for other incident directions of light. 
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a) Transmittance comparison, s = 180° and s = 0° plane  

 
b) Transmittance Data, entire sphere for 50° Incidence 

Figure 96: Comparison of symmetric and asymmetric scatter data 

Figure 97 compares the reflectance measurements of the flat side of the Sunoptics 

prismatic lens.  Being the flat side of this material, a significant level of specularity is 

expected, particularly at the higher incidence angles where total internal reflection 

would begin to occur.  Both sets of data show specularity, more so at the higher angles.  

At normal incidence, they both show a wider spread is likely due to interaction with the 

prisms on the backside of the material.  At the higher incident angles, the data shows 

specular spikes mostly corresponding with the mirror angle; however LTI Optics data 

seems to be shifted by about 5°.  LTI Optics data also shows a wider spread partly due to 

more course resolution of the measurements and partly due to the averaging of the data. 
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Figure 97: Comparison of SunOptics pyramid flat side reflectance measurements 

Figure 98 compares the transmittance measurements for light incident on the prism side 

of the SunOptics lens material.  Both data sets match up better, containing a spread of 
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light to either side of a direct beam.  At the higher incidence angles, the LTI data starts to 

show more of a shift away from the direct angle towards the material normal: consistent 

with the theoretical studies.  The data also exhibits less direct beam transmittance than 

the flat side of the lens which is also consistent with the theoretical studies which show 

more of a scatter when incident light is striking the pyramids directly. 

 

 

 

Figure 98: Comparison of SunOptics Pyramid prism-side transmittance measurements 
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Figure 99 compares the reflectance measurements for the prism side of the SunOptics 

lens material.  One would expect very little to no specularity for this surface due to its 

prism texture, however, there is a strong specular component exhibited in LBNL data.  

Opposite of the flat side, the data shows more specularity at perpendicular angles 

shifting to more diffusion towards the normal at higher angles. 

 

 

 

Figure 99: Comparison of SunOptics Pyramid prism-side reflectance measurements 



Skylight Modeling Validation Report January 2013 

 

A-12 

Figure 100 shows the original BTDF information and samples measured. 

 
Figure 100: Sample results present the DAQ (BTDF/cos(theta_out) of Sunoptics pyramid 

prismatic skylight base material 
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A.3 SunOptics Reflector 

 
Figure 101: Sample results present the DAQ (BRDF/cos(theta_out) of Sunoptics pyramid 

prismatic skylight reflector material 

A.4 Suntunnel Base Diffuser 

The following Figure 102 through Figure 105 show comparisons of the measured BSDF data for 

the SunTunnel lens material.  Similar to the SunOptics lens there are a number of instances 

where the data does not align very well.  Anisotropic definitions created via simulation were 

used in lieu of this data. 

For the transmittance measurements of this material, there are often two or three peaks in both 

data sets.  They are not always aligning with each other but indicate that both measurements 

picked up some level of split-beam behavior.  The scatter also seems to shift so that it is roughly 

centered on the directly transmitted ray. 

The reflectance measurements show some specularity off of the flat side of this material except 

for at a normal incidence where some spread of light is shown.  The reflectance on the prism 

side of the material is much less specular as would be expected.  There are often two or three 

peaks of reflectance that occur that also shift such that they are centered on a mirrored ray 

direction. 
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Figure 102: Comparison of SunTunnel Pyramid flat-side transmittance measurements 
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Figure 103: Comparison of SunTunnel Pyramid flat-side reflectance measurements 



Skylight Modeling Validation Report January 2013 

 

A-16 

 

 

 

Figure 104: Comparison of SunTunnel Pyramid prism-side transmittance measurements 
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Figure 105: Comparison of SunTunnel Pyramid prism-side reflectance measurements 
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Figure 106: Sample results present the DAQ (BTDF/cos(theta_out) of Velux SunTunnel base 

material 
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Figure 107: Sample results present the DAQ (BRDF/cos(theta_out) of Velux SunTunnel base 

material 
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A.5 Suntunnel Tube Walls 

 
Figure 108: Sample results present the DAQ (BRDF/cos(theta_out) of Velux SunTunnel 

reflector material 
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A.6 Suntunnel White Boot 

 
Figure 109: Sample results present the DAQ (BRDF/cos(theta_out) of Velux SunTunnel white 

material 
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 On-site Material Measurements Appendix B:

Material measurements were taken for any on-site elements that would impact the optics of the 

skylight system, particularly for any exposed wood in the roof and skylight framing, the floor 

and walls of the goniophotometer room. Reflectance was derived from luminance 

measurements of the material and of a reference white card.  The luminance measured during 

the material reflectance measurements are shown below in Table 6. 

Table 6: Measured reflectance for black wall, floor and Wood 

Black Wall Reference  Black Floor Reference  Wood Reference 

41.45 2.04  36 0.6  2630 1297 

41.81 2.06  37.61 0.55  2602 1369 

   36.73 0.5  2533 1352 

35.63 1.6  Average   

36.78 

0.55  2551 1348 

34.67 1.55       

35.09 1.55     6698 1906 

Average   

37.73 

1.76     6517 1873 

      6501 1942 

      Average    

4290 

1584 
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  Illuminance meter calibration Appendix C:

Tables 10 and 11 below show the results of the illuminance meter calibration tests. They were 

repeated after it was found out that the Velux meter was not leveled. A correction factor will be 

determined for the measurements conducted before the Velux meter was leveled. 

Table 7: Results of first illuminance meter calibration 

Set 1  Set 2 

CLTC Meter Velux Meter  CLTC Meter Velux Meter 

8203 8760  6217 5960 

8227 8790  6214 5970 

8170 8760  6222 5980 

8194 8770  6230 5990 

8196 8780  6257 6020 

8106 8730  6275 6040 

8078 8670  6272 6040 

8032 8640  6256 6020 

8060 8660  6251 6030 

Average   

8141 

8729  Average   

6244 

6006 

Table 8: Results of second illuminance meter calibration      

Set 3  Set 4 

CLTC Meter Velux Meter  CLTC Meter Velux Meter 

6642 6680  9147 9430 

6635 6680  9151 9420 

6644 6680  9140 9420 

6652 6700  9121 9410 

6646 6700  9135 9420 

6659 6710  9111 9400 

6675 6720  9102 9390 

6683 6720  9069 9370 

6684 6730  9076 9370 

6694 6740  9053 9360 

Average   

6661 

6706  Average   

9111 

9399 
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 Sky Patching Study Appendix D:

 
Measured and calibrated 

 
Perez Sky 

  
IESNA Clear sky 

 
CIE Cloudy Sky 

 

CIE Clear 

  

CIE Intermediate 

Figure 110: Standard sky types considered for shielded portion of measured sky 
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ABSTRACT 

Fault detection and diagnosis (FDD) tools are becoming more widely available for air-conditioning 

systems in residential and light commercial settings, and FDD is included in California’s Title 24 building 

energy code, but it is not known how effective these FDD tools are. There is no uniform method of 

evaluating how well FDD tools work. This report describes the development of methods for evaluating 

the performance of FDD for air-conditioners. A library of data has been developed with laboratory 

measurement data for systems with several common types of fault.  The 607 test cases in the library 

include a wide range of operating conditions and faults, and nine different air-conditioners.  These test 

cases are fed to an FDD tool and the tool’s outputs are compared to the known fault conditions. The 

results are organized based on the effect that the fault would have on the system’s capacity or efficiency. 

One finding of the study is that simulation data are needed to augment the library of experimental data.  

Therefore, a gray-box modeling approach has been developed with models generated to accurately model 

the performance of several systems operating under any conditions with (or without) faults present.  

To demonstrate the FDD evaluation method, a case study described in the report, evaluates the 

performance of the California Refrigeration Charge/Airflow (RCA) FDD approach that is specified in 

Title 24-2008 and the upcoming Title 24-2013.  The RCA is found to perform poorly, flagging faults in 

up to 46% of the unfaulted cases, misdiagnosing over 25% of cases with faults, and not detecting faults in 

32-55% of the cases with faults present.  

This work is continuing with federal support from National Institute for Standards and Technology 

(NIST).  The methods will be further refined and performance metrics will be developed.  A database of 

simulation data will be generated. 
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Executive Summary 

Background and objectives 

Fault detection and diagnostics (FDD) was introduced in the 1970s for nuclear, industrial, aerospace and 

military applications, but over the past 15 years has been increasingly applied in HVAC.  FDD in air-

cooled unitary air-conditioning systems, including residential-type split systems and rooftop units (RTU) 

that are typically used in small commercial buildings, is of particular interest because these systems are so 

widely deployed and because they often have lower-quality installation and maintenance than larger and 

more complex systems, hence more undiscovered faults.  Several FDD tools are currently available for 

unitary air-conditioning systems.  When a homeowner, facilities manager, utility program manager or 

regulatory body is considering which tool to use (if any) a key question they must ask is:  how well does 

each tool work?  But no system currently exists for evaluating the performance of FDD tools applied to 

unitary air-conditioners, or for evaluating the performance of FDD tools in other industries.  This problem 

is particularly pressing for California because the Title 24 Building Energy Code includes diagnostics-

based installation procedures, and because utility programs have provided incentives for diagnostics-

based maintenance programs. The objective of the current project is to address the need to know how well 

FDD tools work by developing a methodology for evaluating FDD protocols, and software that can 

conduct the evaluation methodology. 

Evaluation method 

The evaluation approach is to feed data from a large number of test cases to the candidate FDD protocol 

(the “protocol” is primarily the algorithm that the tool uses; it does not include the sensor hardware or the 

hardware interface), and collect the responses.  Each test case represents a set of conditions that might be 

encountered by a FDD tool.  The conditions include combinations of:  (a) outdoor air temperature; (b) 

indoor air temperature; (c) indoor air humidity; (d) type of fault present, if any; (e) intensity of the fault; 

(f) specific unitary system. 

For each test case there are five possible outcomes:  (i) No Response – the FDD can’t be applied, or can’t 

give a diagnosis; (ii) Correct; (iii) False Alarm – a fault is indicated when no fault is present; (iv) 

Misdiagnosis – the wrong fault is diagnosed; (v) Missed Detection – the FDD indicates no fault when a 

fault is present.  Percentages are calculated from the collected results of the set of test cases. 

The raw results for the evaluation are organized according to the magnitude of the impact that the faults 

would cause on system performance.  Results are presented across a wide range of performance 

degradation categories.  This means that a user of the evaluation results may choose a fault impact 

threshold of interest.  For example, if the user wishes to tolerate faults that cause less than 5% degradation 

in efficiency, he or she can see what the outcome rates are for this level of degradation. 

To carry out the evaluation, a software tool has been developed.  The tool contains a data library with the 

available test cases.  The user interface allows selection of conditions (a) to (f) above and the candidate 

FDD protocol, and conducts the evaluation, producing graphs and tables of the results. 
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Faults 

This project focuses on six common faults that affect unitary air-conditioning systems: 

1. Refrigerant under- or overcharge 

2. Low-side heat transfer 

3. High-side heat transfer 

4. Refrigerant liquid line restrictions 

5. Non-condensables in the refrigerant 

6. Compressor valve leakage 

 

Standard definitions are proposed to quantify the severity of a fault for each fault type, and standard 

methods for imposing these faults in a laboratory are also proposed.  A study of the performance effects 

of faults was conducted because the fault-imposed degradation strongly affects the utility of a FDD tool 

and the fault severity levels that should be evaluated.  This study bolstered the rationale behind the 

standard methods of imposing faults in the laboratory.  For example, it confirmed that reducing airflow 

across the evaporator or condenser is a good proxy for all fouling faults that commonly occur in these 

components. 

Fault data library 

A data library has been developed to provide input data for the evaluator.  This library contains 66 data 

for each of 607 test cases.  The data include measurements (pressure, temperature, humidity, flow rate, 

mass and power), information about the system (refrigerant type, nominal capacity, expansion device 

type, etc.), capacity and efficiency, and fault type and intensity (if a fault is present).  These data come 

from experiments conducted on nine systems – 3 rooftop unit (RTU) and 6 split systems – in laboratories 

in the US.  Each of the measurement data is the average of several measurements taken over a period of 

steady operation.  The data have been organized in a standard format developed for this project, and have 

been carefully vetted for accuracy and consistency.  Over 40% of the originally collected data were 

rejected because of apparent experimental problems. 

One question that arose in a review of our work centered on the definition of “correct” refrigerant charge.  

The experimenters that tested the systems typically charged the unit carefully to the specification of the 

manufacturer, but in some cases it wasn’t well documented.  To ensure that the evaluations of 

undercharge- and overcharge-diagnosing FDD protocols are valid, the nominally correct charge is defined 

as the charge that gives the maximum efficiency at a standard rating condition (95/80/67).   

When a system has a fault that degrades its performance, it is important for the evaluator to know how 

much the performance is degraded.  A new index is proposed to quantify the performance degradation:  

the Fault Impact Ratio (FIR).  Determining FIR experimentally requires exactly matching the operating 

conditions for a test with a fault and a test without a fault.  This is very difficult in practice; typically 

conditions are close but not exactly the same.  To overcome this problem we have built up normal models  

- models that are based on a regression of the unfaulted data – that simulate performance of the unfaulted 

system under any set of operating conditions.  These models are used to calculate FIR values.  All test 

cases in the library have FIR values, which allows evaluation to be based upon the true significance of the 

fault. 
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Simulation 

There are several disadvantages to using experimental data for evaluation of FDD.  Most significant is 

that existing data are quite limited, and generating new experimental results is very difficult and costly.  

To address this problem a method has been developed to model unitary systems operating with or without 

the faults included in this project.  This method is a hybrid of inverse models – based on experimental 

data – and forward models that are based on physics alone.  The method produces models, referred to as 

gray-box models, using some measurement data, but using physical laws to extend the model to 

conditions that were not tested experimentally.  These models treat each component – compressor, heat 

exchangers, expansion device and piping – separately. 

Additional experimental data that were not used in the modeling are used to validate the model.  Models 

have been completed for all of the systems in the fault data library.  These models show good agreement 

with the experimental data.  Future work will include using simulation data generated with these models 

as inputs for the evaluator. 

Case Study 

A case study has been conducted to test and refine the evaluation methods developed in this project.  The 

RCA protocol specified in California’s Title 24 was evaluated.  The RCA protocol is intended to diagnose 

refrigerant charge and evaporator airflow faults.  It includes several different approaches depending on 

the expansion device, whether being applied by an installer or Home Energy Rating System (HERS) 

raters, or whether the 2008 or 2013 version of the standard is being used.  It includes lookup tables for 

target values of superheat and temperature split (2008 version only), and uses superheat and subcooling to 

diagnose charge faults. 

Although no metrics exist for categorizing the results of an evaluation, the results of the RCA evaluation 

can be considered quite poor.  The limitations on operating conditions mean that for 21-28% of the test 

cases the RCA protocol gives No Response.  The False Alarm rates are typically 15-50%, depending on 

the fault impact threshold of interest and the version of the protocol being considered. This False Alarm 

rate is particularly troubling, since each False Alarm results in costly service being done to a system that 

is performing well. 

The Misdiagnosis and Missed Detection rates are also high.  Aggregated summaries are shown in Table 1 

for the four versions evaluated.  These results, combined with the False Alarm rates paint a picture of a 

protocol that may not be worth applying. 

Table 1:  Aggregated summary of Misdiagnosis and Missed Detection rates for the RCA protocol 

 

 

Installer HERS Installer HERS

Misdiagnosis Rate 26% 25% 32% 29%

Missed Detection Rate 32% 39% 37% 55%

2008 2013
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Introduction 

Background: FDD in HVAC 

Fault detection and diagnostics (FDD) was introduced in the 1970s (Himmelblau 1978; Isermann 1984) 

for use in life-critical processes such as nuclear power, aerospace, and military applications, in which 

early detection of a fault may prevent catastrophic failure. FDD compares sensed data to the expected 

values of these data under given operating conditions to determine whether the data are within the 

expected ranges, and to determine what might cause them to be out of range. As the cost of sensors and 

controllers has decreased, FDD has been applied to many other engineering processes such as HVAC 

(Breuker and Braun 1998a; Katipamula & Brambley 2005). The objectives of applying FDD to HVAC 

are generally to sense subtle faults that degrade performance or reduce the expected equipment life, since 

such faults may go unnoticed by equipment operators until they cause outright equipment failure. 

FDD has been applied to many kinds of HVAC equipment, such as chillers (Comstock and Braun 1999; 

Reddy 2007; Zhao et al. 2011), cooling coils (Veronica 2010), VAV air handling systems (Norford et al. 

2002; House et al. 1999, Wang et al. 2011) and packaged air-cooled vapor compression air-conditioning 

equipment (Rossi and Braun 1997; Li and Braun 2003, Kim et al. 2008, Armstrong et al. 2006). The latter 

type of system, which includes rooftop units and split systems, is the focus of the current project, and will 

be referred to as a “unitary system.” FDD on systems of this type is of particular interest for three reasons. 

The first is that these systems are very widely deployed, used in most houses and responsible for about 

60% of the cooling energy used by commercial buildings in the US (Feng et al. 2005). The second is that 

these systems are often deployed in applications in which the operator does not provide regular 

maintenance and may not have the capability to recognize the presence of faults until the system fails 

(Roth et al. 2006). Finally, these systems have a high incidence of faults because of the lack of 

maintenance and because of installation issues related to lower-cost and less sophisticated systems 

(Wiggins and Brodrick 2012). As a result there are currently several companies that market FDD for 

unitary systems and there are equipment manufacturers that are including FDD capabilities in some of 

their unitary equipment product lines.  

When considering which FDD approach to use, or when considering whether a particular FDD approach 

meets a code requirement, the obvious question to ask is: how well does it work? Answering this question 

is not simple. There is currently no standard method of evaluating the performance of FDD applied to 

unitary equipment, and “there are currently no available military or commercial standards to support a 

systematic and consistent approach to assessing the performance and effectiveness” of FDD applied to 

engineered systems in general (Vachtsevanos et al. 2006).  This means that an evaluation method can’t be 

adapted from another field or engineering application, in the same way that HVAC FDD itself was 

adapted from other fields. 

There has been some previous research that considered evaluation of FDD for vapor compression air-

conditioning equipment. Breuker & Braun (1998b) studied the accuracy of a FDD tool developed by 

Rossi and Braun (1997) when applied to a specific rooftop unit, and methods of tuning parameters within 

the tool to achieve optimal performance. Reddy (2007) discusses generic evaluation methodologies for 

assessing different FDD protocols applied to large chillers. None of the previous research proposed a 

standard method of test or evaluation and rating system. 
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FDD has the potential to provide significant benefits. Surveys of air-conditioning systems have found a 

large fraction to be operating with a fault (Rossi 2004; Breuker et al. 2000) that can have significant 

effects on capacity, efficiency and equipment life. For example, if refrigerant undercharge faults were 

eliminated from only the existing residential air conditioners in the US, it is estimated that residential 

cooling energy consumption would be reduced by 0.1 to 0.2 quad per year, i.e. a 5 to 10% reduction (Roth 

et al. 2006). However, FDD in unitary equipment is still a somewhat immature technology, as evidenced 

by the widely varying approaches used and by the low rate of adoption. Developing a method to test and 

evaluate FDD protocols is expected to help advance the technology in three ways. First, it will allow 

regulatory bodies to give meaningful specifications for FDD requirements. Second, it will allow users of 

FDD – including equipment manufacturers, facilities operators, utility incentive managers or equipment 

owners – to make informed decisions about whether to use FDD and which protocol will work best for 

them. Finally, it will aid the development and improvement of FDD algorithms by providing a measure 

by which improvements can be tracked. 

California’s need for FDD evaluation 

California has a current need for methods of evaluating FDD for unitary air-conditioning equipment.  The 

California Energy Commission (CEC) has included requirements for FDD in the Title 24 Building 

Energy Code, and has diagnostics-based test protocols for installation.  There have also been sponsored 

programs aimed at improving the quality of installation and maintenance of air-conditioners in California, 

using diagnostics to test whether systems are correctly charged and have the correct indoor coil airflow.  

However, the effectiveness of the diagnostics methods is unknown, and was called into question as the 

energy savings fell short of expectations.  

Project Objectives 

The project described in this report was intended to develop methodologies for evaluating the 

effectiveness of FDD protocols applied to unitary systems operating in cooling mode that have (a) charge 

or airflow faults; (b) other commonly occurring faults; and (c) no significant faults.  The term “protocol” 

is used here to refer to the algorithm that generates FDD outputs.  A complete FDD tool will also include 

hardware, such as sensors, signal conditioners, and processors.  These components can affect FDD 

performance, but are not within the scope of the current project. 

An additional objective of this project was to develop software that is capable of implementing an 

evaluation following the evaluation methodology.  
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Evaluation method 

Several approaches to evaluating the effectiveness of FDD protocols have been developed and considered 

in the current project.  There are significant challenges to evaluating FDD because there are so many 

approaches to conducting FDD, using different inputs, giving different outputs, and having varied 

objectives.  One major division is between protocols intended to be used in maintenance and installation 

work (typically run on a handheld device), and protocols intended to be used in a permanently-installed 

onboard application (automated FDD).  The focus of this project is on the former – handheld devices – 

but much of the evaluation methodology could be applied to the latter. This project also focuses on FDD 

methods that are based on steady-state measurements from unitary equipment operating in cooling mode.   

Another example of a challenge in evaluating FDD is that the benefits and costs associated with applying 

FDD vary for potential applications of a given FDD tool.  For something as complex as FDD, ideally an 

evaluation provides a simple output, such as typical economic benefit from deploying the FDD.  

However, this value depends on fault prevalence, which is currently not well understood, so the 

evaluation method that was chosen is one in which the evaluation provides output based on the 

performance degradation. This allows flexibility in using the evaluation results for a wide range of 

expected scenarios.  The method is summarized below then described in greater detail within the context 

of a case study on page 47, so that examples of the evaluation calculations are readily available.   

Approach summary 

The approach to evaluation of FDD protocols is to feed a set of data to each protocol and observe the 

responses, collecting and categorizing them to develop summary statistics.  The data represent typical 

conditions that a FDD tool may encounter: 

 Several different systems with different properties, such as configuration, refrigerant type, SEER 

rating, and expansion device type 

 A range of ambient and indoor thermal conditions 

 Different types of faults, or with no fault 

 Different intensities of fault 

For each test case (a single combination of the conditions above) the protocol gives a response.  These 

responses are tallied and organized to give statistics that reflect the overall utility of the protocol.  The 

evaluation process is summarized in Figure 1. 
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Figure 1:  Evaluation method 

The following subsections describe the components of the evaluation method in more detail.  The library 

of input data compiled for this project is described in the “Data Library” section of this report.  Fault 

types and their effects on operation of unitary air-conditioners are described in the “Faults” section.  

Faulted and unfaulted operation 

Faults are conditions that affect performance negatively and they have some level of severity.  In this 

project we have developed two ways to characterize this level of severity.  The first is Fault Intensity (FI), 

which is related to measureable quantities.  For example, a 20% undercharge.  The second is Fault Impact 

Ratio (FIR), which is related to equipment performance, and is tied to either capacity or COP.  For 

example, when FIRCOP = 95%, it says that the equipment is operating at 95% of its maximum efficiency 

under a given set of driving conditions.  Each of these terms – FI and FIR – are formally defined in later 

sections of this report. 

There is not a direct relationship between FI and FIR.  This means that it is possible to have faults that 

have some FI, but with no measureable degradation of performance. This raises the question of how do 

we draw a distinction between faulted and unfaulted operation.  For the evaluation method developed in 

this project the answer is that we consider FIR, because the equipment performance is generally what 

equipment operators and users of FDD are concerned with. This leads to another question, which is:  how 

much performance degradation constitutes faulted operation. Our approach is to leave this as a variable 

quantity, using FIR thresholds to draw the distinction between faulted and unfaulted.  We evaluate each 

protocol at several thresholds so that a user of the results can choose the threshold he or she considers 

appropriate.  If the FIR threshold is 99%, it means that test cases with FIR above this threshold are 

considered to be unfaulted, regardless of the FI. This threshold concept is important in the consideration 

of False Alarms, described below.  

Test case outcomes 

When FDD is applied, there are five possible outcomes with respect to fault isolation: 

1. No response – the FDD protocol cannot be applied for a given input scenario, or does not 

give an output because of excessive uncertainty. 

2. Correct – the operating condition, whether faulted or unfaulted, is correctly identified  

3. False alarm – no significant fault is present, but the protocol indicates the presence of a fault.  

More specifically, a False Alarm is indicated when the protocol gives a response that a fault 

is present and 

Input Data Raw Results

Input Scenarios Ref. temperatures & pressures No response

Fault Types & Intensities Air temperatures and humidity Correct

Unitary System(s) Power (compressor and total) FDD Protocol False Alarm

Driving Conditions Superheat & Subcooling Missed Detection

Equipment Specifications Misdiagnosis
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a. the fault impact is below a given threshold, and 

b. the system is not overcharged by 5% or more  

The special requirement in bullet b. is included for the following reason.  An overcharged 

system may have a significant fault, but no significant impact on capacity or COP.  Consider 

the example case of a system that is 10% overcharged, but has no significant degradation of 

capacity or COP.  An equipment operator may want to know about the overcharge, since it 

can be associated with reduction of compressor life, even though it doesn’t impact the current 

performance of the equipment. To address this situation, if the refrigerant is overcharged by 

more than 5% the system is considered faulted, even if the fault impact is below the given 

threshold. 

4. Misdiagnosis – a significant fault is present, but the protocol misdiagnoses what type of fault 

it is.  There are two ways that Misdiagnoses are defined.  The first, Misdiagnosis (a), 

considers test cases with any fault type.  The second, Misdiagnosis (b), only considers test 

cases with faults of a type that the protocol is intended to diagnose. Misdiagnosis (b) can be 

applied to protocols that are not intended to diagnose all of the fault types represented in the 

Data Library, to give additional insight into the performance of the protocol.  In this study, 

misdiagnoses rates are presented within specific bands (ranges) of fault impact ratios.  With 

this in mind, the specific criteria for the two misdiagnosis cases are: 

Misdiagnosis (a) is a test case where three criteria are met: 

a. Fault Impact Ratio (FIR) is within the specified range 

b. Experimenter indicated the presence and intensity of a fault 

c. Protocol indicates that the system has a fault different from the type of fault indicated 

by the experimenter 

Misdiagnosis (b) is a test case where three criteria are met: 

a. Fault Impact Ratio (FIR) is within the specified range 

b. Experimenter indicated the presence and intensity of a fault of a type that the 

protocol is intended to diagnose 

c. Protocol indicates that the system has a fault different from the type of fault indicated 

by the experimenter 

5. Missed Detection – a significant fault is present, but the protocol indicates that no fault is 

present.  Missed Detection rates are presented within specific bands (ranges) of fault impact 

ratios to better understand where the Missed Detections are most important.  Missed 

Detections are considered for the full data library (Missed Detection (a)) and for the subset of 

test cases that have faults that the protocol is intended to diagnose (Missed Detection (b)) in 

the same way that Misdiagnosis results are considered.  The criteria for the two Missed 

Detection cases are:  
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Missed Detection (a) is a case where three criteria are met: 

a. Fault Impact Ratio (FIR) is within the specified range 

b. Experimenter indicated the presence and intensity of a fault 

c. Protocol indicates that the system has no fault 

Missed Detection (b) is a case where three criteria are met: 

a. Fault Impact Ratio (FIR) is within the specified range 

b. Experimenter indicated the presence and intensity of a fault of a type that the 

protocol is intended to diagnose 

c. Protocol indicates that the system has no fault 

 

To evaluate an FDD protocol, one feeds it multiple input scenarios, each of which gives one of these five 

test outcomes. Test outcomes 1, and 3 to 5 are gathered and expressed as rates, using percentages.  Test 

outcome 2 is implied by the other outcomes.  The rate calculations are provided here and demonstrated 

within the description of the Case Study. 

Test case outcome rate calculations 

In rate calculations, the numerator is the number of test cases that have a given test outcome (one of the 

five listed above).  The denominator for each test outcome rate is described below.  Each denominator is 

defined based on determining a meaningful rate.  The denominators include only the cases that could 

apply to each type of outcome.  For example, a Misdiagnosis can’t be made on a test in which no fault is 

present, so only those cases determined to be faulted are included in the denominator for Misdiagnosis 

rate.  (If a protocol indicates a fault when none is present, this is a False Alarm, not a Misdiagnosis). 

No Response 

Numerator:  number of cases that meet the “No Response” criteria 

Denominator:  total number of test cases 

 

False Alarm 

Numerator:  the number of cases that meet the “False Alarm” criteria 

Denominator: the number of cases in which the fault impact is below a specified threshold and the 

refrigerant is not overcharged by more than 5% 

 

Misdiagnosis (a) 

Numerator: the number of cases that meet the “Misdiagnosis (a)” criteria 

Denominator: the number of cases that meet the following criteria: 

 Fault Impact Ratio (FIR) is within the specified range 

 Experimenter indicated the presence and intensity of a fault 
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 Protocol indicates that the system has a fault 

Misdiagnosis (b) 

Numerator: the number of cases that meet the “Misdiagnosis (b)” criteria listed in the section above 

Denominator: the number of cases in which three criteria are met: 

 Fault Impact Ratio (FIR) is within the specified range 

 Experimenter indicated the presence and intensity of a fault of a type that the protocol is intended 

to diagnose 

 Protocol indicates that the system has a fault 

Missed Detection (a) 

Numerator:  number of cases that meet the “Missed Detection (a)” criteria 

Denominator: the number of cases in which three criteria are met: 

 Fault Impact Ratio (FIR) is within the specified range 

 Experimenter indicated the presence and intensity of a fault 

 Protocol gives a response  

Missed Detection (b) 

Numerator:  number of cases that meet the “Missed Detection (b)” criteria 

Denominator: the number of cases in which three criteria are met: 

 Fault Impact Ratio (FIR) is within the specified range 

 Experimenter indicated the presence and intensity of a fault of a type that the protocol is intended 

to diagnose 

 Protocol gives a response 
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Software tool 

A prototype interactive software tool has been developed that carries out an evaluation of FDD protocols.  

A schematic diagram shown in Figure 2 describes the flow of information within the evaluator software.  

The tool uses measurement data for normal and faulty performance that were obtained through laboratory 

testing in previous studies for a number of different systems where faults were artificially introduced.  

The data were organized in a common format and are used as inputs to the evaluator.  The evaluator 

interfaces to an FDD protocol by providing measurement data and collecting responses.  It then 

determines overall statistics for false alarm rates, missed detections and misdiagnoses.  Originally, false 

alarm rate was determined using the unfaulted cases specified by the experimenters who performed the 

experiments.  The interactive tool is being updated using the unfaulted definition provided in this report, 

where the fault impact ratio needs to be less than a specified threshold in order for a case to be considered 

unfaulted.  In addition, future versions will include data generated from equipment simulations based on 

models developed in this project.  The software tool and full data library will be provided as a separate 

deliverable.  A sample protocol (the RCA) will be coded and included with the software. 

 

External Data

 Temperatures

 Pressures

 Power

 etc.

Protocol Outputs

 No Response

 Fault Free

 Undercharge

 Overcharge

 etc.

Processing

Input Data Analyzed

Evaluator 

Pre Processing

 No Response

 Correct

 False Alarm

 Missed Detection

 Misdiagnosis

Evaluator 

Post Processing

 Rates (%No 

Response, %False 
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Figure 2:  Schematic diagram of evaluator software 
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Faults 

Faults considered in this project 

There are six degradation faults that are included in the evaluation.  The project’s original proposal and 

contract included only charge and airflow faults.  However, because other faults are known to exist in the 

field, an evaluation should consider the effect these faults have on a protocol, regardless of whether that 

protocol is intended to detect and diagnose these faults. 

The six faults included are listed in Table 2, along with a description of each fault. A diagram showing 

the components of an air-conditioning system is shown in Figure 3, and referred to in the descriptions of 

faults and how to impose faults in experiments. 

Table 2:  Faults included in evaluation of FDD protocols 

Fault Abbr. Description 

Under- or overcharge UC, OC 
A mass of refrigerant that is less or more than the manufacturer 
specification 

Low-side heat transfer EA 
Faults in the evaporator coil such as coil fouling or insufficient 
airflow 

High-side heat transfer CA 
Faults in the condenser coil such as coil fouling or insufficient 
airflow 

Liquid line restriction LL 
Flow restrictions such as crimps or fouled filter/drier in the liquid 
line (Figure 3) 

Non-condensables NC 
The presence of gases that do not condense (e.g. air or nitrogen) in 
the refrigerant 

Compressor valve leakage VL 
Leaks in the compressor from high to low pressure regions, reducing 
mass flow 

 

 

Figure 3:  Components of a typical vapor-compression air-conditioner 
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Imposing faults in laboratory experiments 

To provide measurement data as an evaluator input, faults were simulated in a laboratory.  We have 

developed a term to quantify the severity of the fault – Fault Intensity (FI) – and defined FI for each type 

of fault. A description of how faults were imposed in the laboratory, and the definition of FI for each fault 

type is provided below.   

1. Charge:  To impose an under- or overcharge fault, charge is simply removed from or 

added to the system.  The fault intensity is: 

          
                

        
 (1)  

 

where  mactual is the measured mass of refrigerant in the system 

mnominal is the nominally correct mass of refrigerant (see discussion on charge effect 

on COP and capacity on page 22) 

Thus a system designed for 5 lb of charge that had 4.5 lb would be referred to as 10% 

undercharged or having FIcharge = -10%.  If manufacturer specifications are not available, an 

alternate definition for nominal mass can be based on the refrigerant mass that provides the 

maximum capacity or efficiency. 

2. Low-side heat transfer faults:  In a typical laboratory setup the airflow across the 

evaporator coil can be modulated using a variable speed booster fan or dampers.  Reducing 

the airflow accurately duplicates the effect of most faults in this category:  airflow reduction 

from fan or distribution system design problems, obstructions or filter fouling.  The effect of 

evaporator coil air-side fouling is also assumed to be well represented by reducing airflow, 

particularly if the fouling is assumed to be evenly distributed across the face of the heat 

exchanger.  The fault intensity is defined analogously to FIcharge using either mass flow rate or 

volumetric airflow rate. 

      
 ̇        ̇       

 ̇       

 (2)  

 

3.  High-side heat transfer faults: Similarly to low-side faults, a reduction in airflow is used 

to implement high-side heat transfer faults.  Some experimenters have simulated blockage by 

large-scale debris, such as leaves, by covering the face of the condenser coil with paper or 

mesh.  Although this may, in some cases, more realistically represent the fault physically, it is 

not repeatable nor easily quantified as a fault intensity.  Furthermore, the general effect – to 

increase the refrigerant’s high-side pressure – is the same as with reduced airflow.  Therefore, 

reduced airflow is proposed as the standard means of imposing this fault in the laboratory.  

Accordingly, the fault intensity is defined with airflow rates in the same manner as with low-

side heat transfer faults.  
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 ̇        ̇       

 ̇       

 (3)  

 

4. Liquid line restriction:  A liquid line restriction is implemented by using one or more 

valves to impose the desired pressure loss.  The fault intensity is defined using the ratio of the 

increase in pressure drop through the liquid line caused by the faulted condition to the liquid 

line pressure drop under non-faulted operation and at the same operating condition. 

       
                           

              
 (4)  

 

5. Non-condensables in the refrigerant:  A non-condensables fault is imposed by 

introducing nitrogen into the refrigerant line.  The maximum amount of non-condensables to 

be expected is in the case where a system has been open to the atmosphere and not evacuated 

prior to charging.  Therefore, the fault is defined with a mass of nitrogen compared to the 

mass of nitrogen that would fill the system at atmospheric pressure. 

       
         

       
 (5)  

 

6. Compressor valve leakage:  Compressor valve leakage is simulated with the use of a hot 

gas bypass – a pipe carrying refrigerant from the discharge to the inlet of the compressor 

(from point 1 to point 5 in Figure 3).  The fault intensity for this fault is defined as the change 

in mass flow rate (at a given operating condition) to the original mass flow rate. 

      
 ̇         ̇         

 ̇         
 (6)  

 

Faults not considered in this project 

There are many possible faults that occur in unitary air-conditioners.  The faults that are used in the 

evaluator are controlled largely by the available experimental data.  Previous researchers have considered 

these six faults important, and have conducted experiments to quantify their effects.  The results of these 

experiments are included in the data library. 

Some other faults that are not included in the evaluation method developed here are 

 Economizer faults 

 Thermostatic Expansion Valve (TXV) faults 

 Control faults, such as short cycling, sensor failure or degradation, etc. 
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These faults can have major impacts on performance, and anecdotal evidence suggests that they may be 

quite prevalent.  The evaluation method presented here can be adapted to include these faults when 

appropriate input data become available. 

Fault effects literature  

We conducted a review of literature on the effects of faults.  The papers gathered and reviewed are listed 

at the end of this section. 

One thing we were looking for in this review is methods to generalize the magnitude of fault impacts on 

performance (capacity and efficiency).  For example, in Figure 4 we have conducted a least-squares linear 

regression on the relative capacity as a function of relative charge for four units in our data library that 

have fixed-orifice expansion (FXO) devices.  These data all come from tests conducted at the standard 

rating condition (95°F ambient, 80°F indoor drybulb, and 67°F indoor wet-bulb).  The regression 

equation in the figure can be used to predict performance within the charge range.  It would be useful if 

there were some similarly simple method to generalize these effects across a range of operating 

conditions, and to discuss the limitations with respect to generalizing performance in different systems. 

No such methods were found.  However, being able to estimate fault impacts in general could be very 

useful for researchers, equipment developers, FDD developers, energy simulators, and regulatory bodies.  

Therefore we plan to develop a paper intended to provide correlations for estimated fault impacts, based 

on the body of data we have gathered into our data library.   

 

Figure 4:  Effect of relative charge level on capacity of four FXO units at rating conditions 

Another purpose of the review was to investigate an important question in the current project:  is airflow 

reduction an appropriate proxy for air-side coil fouling?  Ali and Ismail (2008) suggest that it is not.  

However, Bell et al. (2012) and Yang et al. (2007a) both conclude that the effect of fouling on the heat 

transfer coefficient is small, but the impact on air pressure drop across the coil is large and dominant in 

the fouling degradation effect for constant speed fan systems.  We did a review and analysis of Ali and 

Ismail and concluded their results aren’t applicable to the systems we are considering, and do not affect 

our assumption that reduced airflow is indeed a good proxy for all air-side heat transfer impediments.  
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One reason is that the system they studied is a window-mounted air-conditioner.  Another is that their 

conclusions are based in part on performance at very high face velocities.  Typical face velocities are 

about 1.5 m/s, whereas Figure 5 shows that the face velocities in their experiment range up to 5 m/s.  The 

scatter in the 1 to 2 m/s range is larger than the effects being measured.  Furthermore, the data show a 

trend of reduced COP for a given mass of fouling as airflow rates get higher than 2.5 m/s.  This suggests 

that fan power is included in the COP calculation, which would blur the effect being considered.   

 

 

Figure 5:  Results of a coil fouling experiment from Ali and Ismail (2008) 

Therefore, based on the results of Bell et al. (2012) and Yang et al. (2007a), it is concluded that reduced 

airflow is an appropriate and reliable proxy for coil fouling faults. 
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Data library 

One of the most significant outputs from this project is the development of a data library.  The library 

supplies input data for evaluation.  It consists of both experimental and simulation data for unitary 

systems operating at steady state over a range of operating conditions and fault conditions. 

Summary of data library 

Table 3 shows a summary of the units and numbers of test cases contained in the experimental data 

library.  The number of tests is separated to show the number for each fault type for each system, using 

the fault type abbreviations given in Table 2.  There are a total of 607 test cases, gathered from 

experiments on nine unitary systems.  Three of the systems are rooftop units (RTU), but the tests on these 

three make up 60% of the total test cases. 

Table 3:  Summary of test cases in experimental data library 

 

Note 1:  RTU 2 is a split system, but was named using a previous naming convention. 

The rightmost columns show the limits of the range of ambient temperature during testing for each of the 

test units in the library.  The distribution of tests by return air wet-bulb temperature and by ambient 

temperature (among the entire set of 607) is shown in Table 4. 

 

Number of tests

# ID Type

Capacity 

[tons] Refrig.

Exp. 

Device

Comp. 

Type

No 

Fault UC OC EA CA LL NC VL

1 RTU 3 RTU 3 R410a FXO Scroll 24 25 12 21 6 0 0 0
67 125

2 RTU 7 RTU 3 R22 FXO Recip. 39 34 0 26 36 34 0 33 60 100

3 RTU 4 RTU 5 R407c FXO Scroll 17 15 12 19 8 0 0 0
67 116

4 Split 1 Split 3 R410a FXO Recip. 1 29 1 0 0 0 0 0
82 127

5 RTU 21 Split 2.5 R410a TXV Scroll 16 12 12 21 15 16 15 16
70 100

6 Split 2 Split 3 R410a TXV Recip. 2 30 7 0 0 0 0 0
83 127

7 Split 3 Split 3 R410a TXV Scroll 4 4 7 0 0 0 0 0
82 125

8 Split 4 Split 3 R22 TXV Scroll 4 8 0 8 0 0 0 0 82 125

9 Split 5 Split 3 R22 TXV Scroll 4 4 4 6 0 0 0 0 82 125

Total: 111 161 55 101 65 50 15 49

Ambient 

Temp.

Min.       Max.    

[°F]           [°F]
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Table 4:  Distribution of tests by return air wet-bulb temperature (left) and ambient temperature (right) 

 

Description of data 

The data in the library represent steady-state cooling operation.  Each datum is an average of multiple 

measurements – from 8 to several hundred – taken while the equipment was operating steadily.  The 

experimenters followed the same standards that equipment performance rating experiments follow, such 

as AHRI Standard 210/240 (AHRI 2008) and ASHRAE Standard 37 (ASHRAE 2009).  More details on 

the experimental approaches of the data included in the data library can be found in the following 

references:  Breuker (1997), Kim et al. (2006), Shen et al. (2006), Palmiter et al. (2011). 

The data library contains measurement data and system information.  The types of measurement (and 

calculated) data are listed in Table 5 in IP units.  The entire data library also has an SI-unit version so that 

inputs are readily available for protocols that use these units, such as European protocols. 

Table 5:  Data library measurement data types 

Variable ID IP Units Description 

T_RA [°F] Return Air dry bulb temperature (evaporator inlet) 

DP_RA [°F] Return Air dewpoint temperature (evaporator inlet) 

WB_RA [°F] Return Air wet bulb temperature (evaporator inlet) 

RH_RA [%] Return Air relative humidity (evaporator inlet) 

T_SA [°F] Supply Air dry bulb temperature (evaporator outlet) 

DP_SA [°F] Supply Air dewpoint temperature (evaporator outlet) 

WB_SA [°F] Supply Air wet bulb temperature (evaporator outlet) 

RH_SA [%] Supply Air relative humidity (evaporator outlet) 

T_amb [°F] Ambient air dry bulb temperature  

P_LL [psia] Liquid line pressure 

T_LL [°F] Liquid line temperature 

P_suc [psia] Suction pressure 

T_suc [°F] Suction temperature  

P_dischg [psia] Compressor discharge pressure 

T_dischg [°F] Compressor discharge temperature 

Return air wet-bulb Ambient Temperature

Range Number of Range Number of

[°F] occurrences [°F] occurrences

50-55 16 60-70 53

55-60 260 70-80 58

60-65 85 80-90 223

65-70 240 90-100 186

70-75 6 100-110 26

607 110-120 39

>120 22

607
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Power [W] Total electrical power of system 

T_air_ce [°F] Condenser exiting air temperature 

T_sat_e [°F] Refrigerant saturation temperature in the evaporator 

T_sat_c [°F] Refrigerant saturation temperature in the condenser 

Power_comp [W] Compressor power 

Fault [ - ] Experimenter’s identified fault type (or unfaulted) 

Q_ref [Btu/hr] Refrigerant side capacity 

Q_air [Btu/hr] Air-side capacity 

SHR [-] Sensible Heat Ratio 

COP [-] Coefficient of performance 

SH [°F] Suction Superheat 

SC [°F] Subcooling 

m_ref [lbm/min] Refrigerant mass flow rate 

Chrg [lbm] Mass of refrigerant charge 

Chrg% [%] Charge as a percentage of nominally correct charge 

V_i [CFM] Indoor coil volumetric airflow rate 

V_i_nom [CFM] Nominal indoor coil volumetric airflow rate 

V_i_% [%] Indoor coil volumetric airflow rate as percentage of nominal 

V_o [CFM] Outdoor coil volumetric airflow rate 

V_o_nom [CFM] Nominal outdoor coil volumetric airflow rate 

V_o_% [%] Outdoor coil volumetric airflow rate as a percentage of nominal 

Blk% [%] Portion of outdoor coil blocked 

LL restr. [psia] Pressure loss through liquid line restriction 

NonCond [lbm/lbm] Mass fraction of non-condensables in the refrigerant 

NonCond% [%] Mass of non-condensables as a percentage of reference mass 

VlvLeak [lbm/min] Compressor hot-gas bypass mass flow rate 

VlvLeak [%] Compressor hot-gas bypass mass flow rate as % of total mass flow 

FIRcapacity [%] Fault Impact Ratio for capacity 

FIRCOP [%] Fault Impact Ratio for COP 

 

For each test case there are also pieces of system information about the test unit.  The types of system 

information are described in Table 6.  

Table 6:  Data library system information 

Variable ID Description 

Expansion Type Expansion valve type (TXV, FXO or EEV) 

Manufacturer Manufacturer 

Model (indoor) Model of indoor unit (for split systems) 

Model (outdoor) Split system outdoor unit model or RTU model 
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Nominal Capacity Nominal Capacity (tons) 

Refrigerant Refrigerant 

Operating Mode  Cooling or heating 

Compressor Type Reciprocating, scroll, etc. 

Compressor Model Compressor Model 

Target SC Target subcooling rate (for TXV systems) 

EER Energy efficiency ratio 

SEER Seasonal energy efficiency ratio 

C1 to C10 Compressor map coefficients 

 

Some of the test units in the data library do not have all of the types of data listed in these tables. 

Data vetting, uncertainty and removal of questionable data 

FDD protocols use different inputs to detect and diagnose faults.  To ensure that the evaluations are 

meaningful they must be fair, which requires consistent data.  A great deal of effort has gone into 

studying the data to look for inconsistencies because of the importance of using reliable input data.  This 

was done manually. 

In conducting and reporting on e periments, results can’t be removed from the dataset without 

justification because this could skew the overall results or conclusions of the experiment.  However, in 

vetting the data for the evaluator, removal of a test case doesn’t necessarily skew results because it is 

removed for all protocols that will be evaluated.  

Of more than 1000 test cases that were collected for 14 units, about 40% were removed. Some of the 

reasons for removal: 

 Data that don’t follow physical laws – for example if significant refrigerant pressure increases 

occur in locations other than the compressor, if energy is not conserved, humidity is generated 

across the evaporator, etc. 

 Data that show too much scatter, or are obvious outliers when compared to other data within the 

set.  For unfaulted tests, a normal model (described below) was an effective tool for assessing 

outliers. One of the test units was rejected completely because of questionable data. 

 Data that are not self-consistent – as with fault detection, redundancy in data can be used to 

detect problems.  For example, in cases where an experimenter provided two forms of humidity, 

such as wet-bulb and relative humidity, each was checked using psychrometric relationships and 

the associated pressure and dry-bulb temperature.  If they didn’t agree, the test was further 

investigated by comparing to air-side capacity or sensible heat ratio if sufficient data were 

available.  If it was unclear which variable was flawed, the test case was removed. Similar 

approaches were used to check other calculated data, such as capacity and COP. 
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 Insufficient data – some data sets did not contain enough data to determine the impact of a fault.  

Four of the 14 test units were removed for this reason.   

Charge effect on COP and capacity  

For faults such as the presence of non-condensable gas in the refrigerant, compressor valve leakage, or 

reduced airflow across the outdoor coil, the unfaulted condition is clear.  However, the unfaulted or 

“correct” mass of refrigerant charge in a system is less clear.  The experimenters have charged their 

experimental units by methods that they may not have detailed within their description of the 

experiments.  Their data sets usually identify which tests they consider to be conducted with correct 

charge.   owever, when evaluating FDD protocols that are attempting to diagnose charge faults, it’s 

imperative that the experiments with nominally correct charge truly have correct charge. 

An earlier approach to defining the correct charge was to use the e perimenters’ nominally correct values.  

 owever, this was criticized because we can’t be certain that the e perimenters’ values were correct.  To 

provide a consistent approach, we currently define the correct charge as being the mass of charge that 

gives the maximum COP at the standard rating condition (95/80/67).  In most cases this approach 

agrees with the experimenter value.  For example, consider Figure 6. Although the COP flattens out 

around 100% of nominal charge for the rating condition (purple line), there is a point at 100% that gives 

the highest COP (2.5).  However, there are four units in the data library for which the experimenter’s 

nominally correct value gave the maximal capacity, but not the maximal COP.  

 

Figure 6
1
:  Relative COP as a function of charge at three conditions for a FXO RTU 

                                                      
1 Plots similar to Figure 6 showing the capacity and COP as a function of relative charge at the standard condition 

and all other conditions for which there are sufficient data, have been generated for each applicable unit.  These are 

provided in the appendix. 
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In the four test units for which the maximal COP at the rating condition was not reached at the 

e perimenter’s nominal charge, the nominal charge was updated to match the charge for which the 

maximum COP was achieved.  In this report “nominal charge” refers to the ma imal-COP charge. 

The updated nominal charge for the four units changes the fault category for many of the tests in the 

affected dataset.  One complication of this update is that the other fault test cases became multiple fault 

cases.  For example, cases with evaporator airflow faults imposed became evaporator airflow and over-

charge or under-charge fault cases.  These tests were removed from the evaluation inputs.   

Normal model & FIR  

In six of the nine systems in the data library there was a sufficient set of no-fault tests to enable 

development of a normal model2.  The six modeled systems are numbers 1 to 6 in Table 3.  A normal 

model is a multiple linear regression of the driving conditions that predicts capacity or COP, as shown in 

Eqs. 7 and 8, where the coefficients i and i are found using a least squares approach.  The normal 

model is developed using unfaulted tests (those with no faults imposed, and with maximal-COP charge), 

so that it can be used to assess what the capacity or COP degradation is for faulted tests at any given 

condition.  The normal model approach for determining degradation is preferable to a measurement-based 

approach for two reasons.  The first is that it significantly reduces bias error, because it obviates the 

problem of trying to exactly match the test conditions for a faulted and an unfaulted test.  The second is 

that it reduces or eliminates one half of the random error associated with a comparison of two test results 

(faulted and unfaulted tests at the same conditions). 

                     
                              

  (7)  

 

                       
                              

  (8)  

 

For wet-coil cases, the two external driving conditions are ambient air dry bulb and return air wet bulb 

temperature.  For dry-coil cases, the two driving conditions are ambient dry bulb and return air dry bulb.  

To use a single two-input model (as shown in Eqs. 7 and 8) to represent both dry- and wet-coil cases, an 

approach has been followed in which a fictitious return air wet bulb temperature, wbra,f , is used in place 

of the actual return air wet bulb temperature, wbra for all dry-coil cases (see Brandemuehl (1993) for 

details).  This wbra,f is calculated using an iterative approach that involves a bypass factor (BF). BF 

indicates the fraction of air that would need to bypass an ideal coil,  ̇     ̇   , to give equivalent 

                                                      
2 Systems 4 and 6 from Table 3 are among the four that had their nominal charge adjusted to give maximal COP at 

the rating condition.  These systems had a large number of tests conducted with the e perimenter’s original nominal 

charge, but only one or two tests with the maximal-COP charge.  For these two cases the normal model was 

conducted using the original nominal charge.  To adjust the FIR values for the updated nominal charge level, each 

FIR value was divided by the FIR at the maximal-COP charge.  For example, in system #4, the maximal-COP 

charge gave a FIRCOP of 104%.  Therefore, all FIRCOP values were divided by 104% when the nominally correct 

charge level was adjusted.  Although the resulting FIR values are not exact, this method correctly represents the 

trends caused by adjusting charge, and the magnitude of the inaccuracies introduced by this method is small.  The 

effect of the inaccuracies on an FDD evaluation is insignificant. 
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performance to the real coil.  Using energy and mass balances and psychrometric relationships, BF can 

also be expressed in terms of specific enthalpies, h, or humidity ratios, , as shown in Eq. 9.  

 

    
 ̇   

 ̇   
 

         

        
 

         

        
 (9)  

 

For a wet coil condition, the air leaving an ideal coil will have a dewpoint temperature equal to the 

surface temperature of the coil – the apparatus dewpoint (adp).  In the fictitious wet bulb approach, BF is 

iteratively varied until the enthalpy calculations of Eq. 9 give the same result as the humidity ratio 

calculations with an assumption of 100% relative humidity for the air at the apparatus dewpoint.   

The BF values calculated for the wet coil cases are averaged, and this average is then used to calculate 

sensible heat ratios for each dry coil test using Eq. 10. In Eq. 10, adp is calculated using Eq. 9, and the 

fictitious return air enthalpy, hra,f, is varied until SHR converges to 1.0.  Finally, the fictitious wet bulb, 

wbra,f , is calculated from hra,f and Tra and is used in Eqs. 7 and 8 for any dry coil cases in the data set.   

 

     
                

          
 (10)  

 

This approach is described in more detail by Brandemuehl (1993). 

During model validation, the measured unfaulted cases (the basis for the model) are compared with model 

outputs for the same set of conditions.  The capacity and COP are compared, and residuals calculated. For 

example, Eq. 11 shows the calculation for capacity. 

 

          
                              

                
 (11)  

 

An example plot, showing the residuals for the normal model of capacity for RTU 3, is shown in Figure 

7.  This plot indicates the level of scatter for this unit, which is typical for a laboratory-tested unit.  The 

dry coil and wet coil data are shown separately to illuminate any difference that could be caused by 

problems associated with the fictitious wet-bulb approach to model generation.  The wet and dry coil 

cases are very similarly distributed, indicating that this modeling approach hasn’t introduced any obvious 

bias or scatter error.  The dry coil cases are associated with lower-capacity cases on average, as one would 

expect because unitary system capacity decreases with decreasing indoor humidity. 
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Figure 7:  Normal model residuals as a function of capacity for RTU 3 

An example of a normal model from RTU 3 is shown in Figure 8.  The mesh surface is the model and the 

circular markers are the measurement data upon which the model is based.  This figure is typical of 

normal models; it has a fairly planar shape, with a slight increase in COP as return air wet bulb increases, 

and a strong decrease in COP as ambient temperature increases.  If the surface is rotated so that it can be 

viewed from the side, there is typically a very small amount of twist to the planar shape.  This is 

demonstrated in Figure 9.  Similar figures showing the normal models of other units are provided in the 

appendices. 

The completed model is used to calculate fault impact ratios (FIR), which form the basis of fault-impact 

based evaluations, as discussed earlier.  FIR are defined as: 

 

        
          

            
                                

               

                 
 (12)  

 

where the faulted COP and capacity values come from measurements, and the unfaulted values come 

from the normal model.  The FIR values are included in the data library, and form the basis of the impact-

based evaluation approach.   
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Figure 8:  RTU 3 normal model of COP and unfaulted measurement data 

 

Figure 9:  RTU 3 normal model of COP and unfaulted measurement data – side view 
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Simulation 

As the methods developed in this project have progressed, we have become increasingly convinced that 

the future of FDD evaluation needs to use complete system models to generate input data, rather than 

relying on measurements.  The arguments in favor of using simulation data are summarized below.  The 

main argument against this approach is typically that engineers find it difficult to believe in simulations 

that they aren’t deeply familiar with.  To paraphrase William Beveridge:  Everybody believes an 

experiment except the experimenter; nobody believes a model except the modeler.  A second argument 

against the approach is that it is too difficult and time consuming to generate models that can accurately 

model faulted system operation.  This second argument has been addressed in the current project by 

developing a new method for rapidly simulating unitary systems, using an inverse modeling approach.  

This method is described below.  The method’s development has been completed very recently, so 

evaluations using simulation data have not yet been carried out.  However, under research funding from 

the National Institute of Standards and Technology (NIST) we are continuing work on evaluation of FDD, 

and will introduce simulation data into the FDD evaluation process. 

Arguments in favor of using simulation data for FDD evaluation 

Reliability of data – The exercise of vetting the data for this project has shown that measurement data 

have significantly uncertain results. We also are aware through direct experience that obtaining accurate 

results for air-conditioning systems under varying driving conditions and with faults imposed is extremely 

difficult.  Since errors typically don’t affect all variables equally, a protocol that relies on an error-

affected variable may perform worse than a protocol that uses a different variable as its input. 

Additional systems – The current database has just nine systems, and represents all of the known data 

that is sufficiently reliable and detailed.  This may not be a large enough sample, since protocols perform 

better with some systems than others.  The cost of conducting additional experiments is prohibitive.  

Simulation can be conducted with much less expense. 

Finer resolution of driving conditions – It is likely that a developer or potential user of a protocol may 

be interested in an e act condition that hasn’t been tested, or may wish to know a more precise fault 

intensity for which a protocol begins to flag faults than what the data can provide.  A simulation can be 

set to give any reasonable conditions.   

Multiple faults – Multiple faults are known to exist in the field and methods of diagnosing multiple faults 

are being developed (Li and Braun 2007).  Adding combinations of faults at varying intensity drastically 

increases the number of test cases required for even the coarsest evaluation.  However, multiple faults can 

be simulated quite accurately.   

Gaming – The input data for an evaluation are analogous to the answers to a test.  A finite set of input 

data, such as the set contained in the data library, can quite easily be programmed into a protocol so that it 

recognizes the conditions and gives the correct response.  This will render evaluation meaningless, 

because the ability to get perfect evaluation results isn’t related to the ability to detect and diagnose faults 

in the field.  With simulation data, tables of correct answers won’t e ist. 
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Overview of inverse model approach 

A purely physics-based model – one that uses known theoretical relationships and exact knowledge of 

geometry and material properties – is extremely difficult to build and can take a long time to converge; 

sometimes on the order of hours for each test case.  Once it’s complete, it needs a physical e periment to 

provide validation data, or it can’t be relied upon.  Such a model is sometimes called a white-box model. 

Conversely, a pure black-box model is one that intuits a relationship between inputs and outputs without 

concern for what it physically represents.  A regression of experimental data is an example of a black box 

model.   

The model that has been developed to provide input data to the evaluator is referred to as a gray box 

model.  This model breaks the system into components – compressor, evaporator, refrigerant lines, etc. – 

and models each one using black box model techniques.  However, physical constraints are added to the 

components, and to the overall system model.  For example, refrigerant mass is conserved, heat 

exchangers are divided into regions with different convection coefficients depending on the refrigerant 

phase in that section, etc. 

Although the model still requires some experimental data, it can generate more reliable results by 

imposing physical constraints and removing scatter.  The components can be switched and combined, so 

that a large number of different systems can simulated with experimental data from a small number. 

There is a great deal of mathematics involved in this model; hundreds of equations.  This detail is omitted 

in the current report, but can be found in a report that will be submitted to NIST in December 2012.  The 

preliminary model is also described in Cheung and Braun (2012a, 2012b). 

Model description 

To provide a comprehensive database of simulated system performance for various types of systems 

under a wide range of environmental conditions and fault levels, a fast, robust and accurate model is 

achieved by inverse modeling based on experimental data from faulted systems in laboratory studies. 

Inverse modeling is an approach where parameters of the model are trained from experimental data 

instead of estimating them by the specifications of the systems and existing correlations. Since inverse 

modeling makes use of simplified models, the solution process is computationally less expensive. The 

robustness of the model is maintained by using semi-empirical component models built with some 

physical principles that give reliable results at conditions not included in the experimental data, such as 

multiple fault scenarios.  

The stages of modeling can be described using the flowchart in Figure 10. 
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Figure 10:  Stages of inverse modeling. 

In Figure 10, the first step of modeling is the identification of the common components in various types of 

vapor compression systems. In different systems, mufflers, strainers, refrigerant pipelines and other 

components may be assembled differently. For consistency and generality, these minor components are 

combined into major components and modeled as a few major components, which are modeled in the 

same manner for all systems. 

The second step is the construction of component models with semi-empirical models. The existing semi-

empirical models from literature are studied and additional parameters may be added to explain 

phenomena not covered by the original models. The geometrical parameters of the models are simplified 

to reduce the difficulty of parameter estimation by optimization.  

The third stage involves the estimation of parameters. The parameters of the models are estimated by 

minimizing the sum of squares of the differences between the experimental and predicted values at the 

component level. Since data are obtained from experiments of the entire systems, some data are unreliable 

for training at the component level and are filtered out to avoid unrealistic results. Weighting functions 

are also added to the optimization process to enhance accuracy of the model under faulted conditions. 

The fourth stage is the charge tuning stage. After combining the component models into a cycle model, 

the charge of the system can be solved by summing the amount of charge inside the refrigerant pipelines 

and the heat exchangers. However, Shen (2006) showed that the estimation of charge amount by this 

method often results in large biases in charge estimation. Shen proposes a charge tuning method to 

eliminate the bias. This method allows the amount of charge to be estimated accurately inside the system, 

so the amount of charge inside the system can be imposed as a simulation input. 

The fifth step is the final simulation stage. In this stage, empirical equations for good initial guesses of the 

solution process are established to speed up the calculation. Since some faults, such as compressor valve 

leakage and liquid line restriction, require additional models for simulation, the fault models are 

constructed based on their physical impacts to the system and are imposed after the completion of the 

cycle model.  

Component identification 

Different types of vapor compression systems are generalized into component models as shown by the 

schematic in Figure 11 
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Figure 11:  Schematic of component models in a generalized vapor compression system 

In a model of a vapor compression system, the major components are the compressor, condenser, 

expansion device, and evaporator. For faulted systems, superheat and subcooling change significantly and 

could not be generalized directly from the experimental data. An expansion valve model is needed to 

simulate the effect of the faults on superheat. The hot gas line in Figure 11 is modeled to account for the 

heat loss from the pipeline to the surroundings and gives a more accurate estimation of the condenser heat 

transfer rate. The same is done for the suction line to estimate the evaporator heat transfer rate more 

accurately. The liquid line is modeled separately because the charge contained in the pipeline and the 

liquid line pressure drop are important for modeling of the system at different charge and liquid line 

restriction levels. However, the pipeline between the expansion valve and the evaporator is not modeled 

as no systems provide data across the pipeline and its performance cannot be understood. 

Model construction 

Each component in Figure 11 is simulated by a component model. While the compressor, condenser and 

evaporator are modeled in the same way for all systems, different models of the expansion valve are used 

depending on the type of valve and the hot gas line, the liquid line and the suction line are modeled by the 

same refrigerant pipeline model. 

Compressor model 

A compressor model accepts refrigerant inlet condition, outlet pressure and the ambient temperature as 

inputs to estimate the refrigerant mass flow rate, the power consumption and the refrigerant enthalpy at 

compressor discharge. The block diagram of the compressor model is shown in Figure 12. 
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Figure 12:  Input and output diagram of compressor model. 

The compressor model is developed from Zakula et al. (2011), which describes modeling a variable speed 

compressor. The model was derived from a polytropic compression model with the addition of re-

expansion and back-leakage loss. The exponential term depending on the suction pressure from Jähnig et 

al. (2000) was also used to account for the mechanical and electrical loss of the compressor. In this case, 

modification is made so that the polytropic coefficient is related to the compressor suction and discharge 

pressure by empirical equations. An exponential term depending on the discharge pressure is added to 

account for the mechanical and electrical loss of the compressor. A heat loss model is also constructed 

based on the natural convection of air side and forced convection of the refrigerant side along the 

compressor shell to estimate the refrigerant enthalpy at the compressor discharge. 

Condenser model 

A condenser model predicts the heat transfer rate and pressure drop across the condenser as shown in 

Figure 13. 

 

Figure 13:  Input and output diagram of condenser model 

The condenser heat transfer model is constructed assuming crossflow heat exchanger configuration by 

moving boundary method. The moving boundary method was suggested by MacArthur and Grald (1989) 

to section a heat exchanger according to the refrigerant phase. To simplify the analysis, the pressure drop 

was assumed to be negligible in terms of evaluating the heat transfer characteristics of the heat exchanger. 

The size and heat transfer rate of each refrigerant phase section were solved by ε-NTU method (Incropera 

et al. 2007) assuming a crossflow configuration. The resultant schematic of the condenser model is shown 

as Figure 14. 
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Figure 14:  Condenser model schematic for moving boundary method. 

Since the geometry of a heat exchanger affects the heat transfer characteristics through the heat transfer 

coefficients and fin efficiency, their correlations were investigated to generate a simplified model of heat 

transfer coefficient of the air side and refrigerant side with unknown geometrical parameters.  

The condenser pressure drop model is constructed based on the pressure drop characteristics of flows in 

different refrigerant phases. According to Wallis (1969), pressure drops are divided into frictional loss, 

accelerational loss and the gravitational loss. Neglecting gravitational loss, the condenser pressure drop 

model is decomposed into the superheated section frictional pressure drop, two-phase section frictional 

pressure drop, subcooled section frictional pressure drop and overall accelerational pressure drop. The 

correlations of each part of the pressure drop model were investigated and the geometrical and empirical 

parameters in these correlations are lumped together to form the parameters of the model. 

Evaporator model 

The evaporator model predicts the total heat transfer rate, the sensible heat transfer rate and the pressure 

drop. This is illustrated by the block diagram of the model shown in Figure 15. 

 

Figure 15:  Input and output diagram of evaporator model 

The evaporator model also utilizes the moving boundary method, which assumes the evaporator coil heat 

transfer rate to be solved at the evaporator outlet pressure, to speed up the calculation. Since the 

evaporator heat transfer model estimates both the sensible heat ratio and the heat transfer rate, a partial-

wet-partial-dry method from Braun (1989) is used. Air-to-refrigerant evaporator modeling traditionally 

involves either dry coil or wet coil analysis, which assumes either no condensation or full of condensation 
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on the entire evaporator coil. With a partial-wet-partial-dry method, one can divide the coil into a dry 

section and a wet section and analyze the performance of the evaporator between a completely dry coil 

and wet coil. The dry and wet sections are considered as individual ε-NTU counterflow heat exchangers 

and the system of equations are simplified analytically before numerical computation. This saves the 

computational effort to segment the evaporator into multiple elements for accurate wet performance 

prediction. The schematic of the method is shown as Figure 16. 

 

Figure 16:  Schematic of partial-wet-partial-dry method 

Since the partial-wet-partial dry method is derived in a counterflow configuration and the air-to-

refrigerant heat exchangers are modeled as crossflow heat exchangers, the evaporator model combines the 

two features together to form a schematic shown in Figure 17. 

  

Figure 17:  Evaporator model schematic for moving boundary method 

The relationship between the parameters and the evaporator heat transfer model are obtained in the same 

manner as the condenser model from different correlations. The pressure drop model and the parameters 

associated are also formulated by the same method as the one of the condenser pressure drop model. 

Expansion device model 

Two types of expansion device are utilized in the equipment within the data library: fixed orifices (FXO) 

and thermostatic expansion valves (TXV). An FXO is an expansion device with no control inputs and the 

refrigerant flow is throttled according to the inlet and outlet condition. A TXV works similarly as FXO 

but the opening area is adjust mechanically in response to the evaporator outlet superheat. An expansion 

device model predicts the mass flow rate across the valve and assumes adiabatic expansion to estimate the 

outlet enthalpy. The general block diagram of the model is shown in Figure 18. 
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Figure 18:  Input and output diagram for expansion valve model 

FXO model 

To model the mass flow rate across an FXO, a semi-empirical model constructed by Buckingham-PI 

theorem from Payne an O’Neal (2  4) is employed. It is suitable for various types of refrigerant and can 

model mass flow rate with two-phase refrigerant at the inlet of the FXO. The model requires the diameter 

and the length of the FXO and the refrigerant conditions at the inlet and outlet of the expansion valve. 

Since the diameter and the length of the FXO are unknown, they become parameters to be learned from 

the experimental data. In order to match the FXO model performance at out-of-range conditions, a few 

more empirical parameters are also introduced into the original FXO model. 

TXV model 

The modeling of mass flow rate across the TXV is developed from the FXO model with the addition of a 

quadratic relationship between the diameter of the expansion valve and the evaporator superheat. A 

maximum diameter is also set as a parameter to be learned from the data since the valve is forced to open 

fully very often when the system is undercharged.  

Refrigerant pipeline model 

The refrigerant pipeline model consists of a pressure drop model and a heat loss model and the block 

diagram of the model is shown in Figure 19. 

  

Figure 19:  Input and output diagram for refrigerant pipeline model 

The refrigerant pipeline pressure drop model is developed in the same way as the heat exchanger pressure 

drop model but only the single-phase frictional and accelerational pressure drop components are 
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considered. The heat loss model is formulated based on the natural convection of air around the pipeline 

and the forced convection of refrigerant flow in the pipeline. The parameters in the model are established 

by considering the correlations of pressure drop, external natural convection around horizontal cylinders 

and internal forced convection of refrigerant flow. 

Parameter estimation 

In the parameter estimation process, parameters are estimated at the component level by considering the 

inlet and outlet data in the experiments for each of the component. However, since the experiments 

concern system performance, not all the inlet and outlet data at the component level are valid for 

parameter estimation. One example is the refrigerant enthalpy at the compressor suction. If the superheat 

at the location is smaller than 1K, then the condition could be two-phase and therefore the uncertainty of 

the estimated enthalpy is large.  In this case, the data points are removed to reduce the uncertainty of the 

parameters. Data with compressor valve leakage, liquid line restriction and the presence of non-

condensables are also removed from the parameter estimation of component models as they require 

additional models for simulation.  However, they are used for system model validation. 

After data filtering, a residual function is constructed for each model that calculates the sum of squares of 

the differences between the predicted and measured values. Since the test matrix for each of the systems 

is not balanced and most of them give a heavy emphasis on the non-faulted conditions, weighting 

functions are also imposed in the residual functions to enhance the accuracy in the modeling of faulted 

conditions. For example, when estimating the parameters of the compressor mass flow rate model, the 

residual function involves the difference between the measured and the predicted mass flow rate by the 

compressor model. Since most experimental cases involve compressor mass flow rate around the rated 

condition and only a few of them give extreme values of refrigerant mass flow rate, a weighting function 

is given to the residual function to more heavily weight the points with less occurrence in the 

experimental cases. 

Charge tuning 

Charge tuning is a technique to offset the bias in charge estimation as a consequence of factors such as 

unaccounted refrigerant volume and deviation in void fraction models. It compares the simulated amount 

of charge and the measured one to find an empirical formula to offset the bias. The empirical formula 

helps unbiased estimation of the amount of charge in the simulation and the amount of charge can then be 

used as an input to the simulation. The charge tuning is divided two stages: pre-tuning simulation and 

establishment of the charge tuning equation. 

Pre-tuning simulation 

In the pre-tuning simulation, the trained component models are connected to form a cycle model. Various 

independent variables and residuals along the circuit are identified. The input and output diagram of the 

pre-tuning simulation is shown in Figure 20. 
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Figure 20:  Input and output diagram of pre-tuning simulation 

In Figure 20, the density at the compressor discharge is used as an input rather than the subcooling 

suggested in Shen (2006). Subcooling disappears in seriously undercharged cases as observed in Shen 

(2006) and cannot be used as an input in undercharged scenarios. Unlike the two-point charging method 

in Shen (2006), all experimental cases are considered in the pre-tuning simulation and a property along 

the refrigerant circuit that is valid in all scenarios is needed. Since the compressor discharge is highly 

superheated in all vapor compression system, the density at the compressor discharge is chosen as an 

input. 

The solution process of a cycle model is implicit and an optimization routine is used to find the solution 

under various environmental and faulted conditions by reducing the residual to zero. The eight 

independent variables and the solution routine of the simulation are shown in Figure 21 and Figure 22. 

 

Figure 21:  Solution procedure in flowchart for the cycle model 
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Figure 22:  Locations of properties in Figure 21 

The independent variables in Figure 21 are pressure at expansion valve outlet, pressure at compressor 

discharge, enthalpy at suction line inlet, pressure drop across the evaporator, pressure drop from 

compressor discharge to the expansion valve inlet, enthalpy at expansion valve inlet, compressor outlet 

temperature and refrigerant mass flow rate. The suction line is solved initially with the refrigerant mass 

flow rate and the suction line inlet condition from the independent variables. This gives the inlet condition 

of the compressor model to model the compressor mass flow rate and provides all the inputs necessary to 

simulate different types of expansion valve. The component models are solved from the suction line outlet 

in the order of refrigerant flow till the expansion valve inlet. The expansion valve is solved with 

refrigerant inlet condition given by the independent variables. This avoids potential mathematical errors 

from the liquid line model as a consequence of poor guesses of the other independent variables. The 

evaporator model is the last component model to be solved. 

The eight residuals of the pre-tuning simulation, to fulfill the degree of freedom from the eight 

independent variables, are calculated according to Table 7.  The optimization routine keeps iterating with 

different independent variables until the magnitudes of the independent variables are close to zero. 

Table 7:  Residuals calculated to solve a pre-tuning simulation. 

Difference between the imposed enthalpy at 

expansion valve inlet and the estimated enthalpy at 

the liquid line outlet 

Difference between the imposed suction line inlet 

enthalpy and the estimated enthalpy at the 

evaporator outlet 

Difference between the mass flow rate of the 

expansion valve model and compressor model 

Difference between the estimated pressure at the 

liquid line outlet and the imposed pressure at the 

expansion valve inlet 

Difference between the estimated pressure at the 

evaporator inlet and the imposed one at the 

expansion valve outlet 

Difference between the density at compressor 

discharge observed from the experiments and the 

estimated one 

Difference between the estimated temperature at the 

compressor outlet and the imposed one 

Difference between the imposed mass flow rate and 

the estimated one from the compressor model 
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Establishment of the charge tuning equation 

With the solution process, the amount of charge estimated by the cycle model in each experimental 

scenario can be solved. The original charge tuning equation from Shen (2006) was modified by relaxing 

the assumption of constant conductance and the inputs and outputs of the charge tuning equation are 

illustrated as Figure 23. 

 

Figure 23:  Input and output diagram of charge tuning equation. 

The parameters in the charge tuning equation are established by minimizing the sum of squares of the 

differences between the predicted and real amount of charge in Figure 23. As the number of tests at each 

charge level is different, a weighing function is added to the residual to avoid over-emphasis on re-

occurring charge levels. Since the size of the subcooled section increases with charge level and the size of 

the superheated section decreases with increasing charge level according to Shen (2006), the parameters 

are constrained accordingly during the minimization process to avoid capturing parameters violating this 

physical principle. 

Final simulation 

After charge tuning, the simulation can operate with imposed charge levels. Further work is done to 

simulate faults not covered in the parameter estimation process and to speed up the calculation process. 

Solution procedure 

The independent variables and the solution procedure of the final simulation are the same as Figure 21. 

Since no experimental cases are available to give the density at the compressor discharge, the residual 

with the density calculation in Table 7 is replaced by the difference between the charge imposed and the 

charge calculated after charge tuning. 

Fault modeling 

The faults of non-standard charging, heat exchanger fouling, compressor valve leakage and liquid line 

restriction are modeled as described below. 

Non-standard charging 

After charge tuning, the charge level becomes an input to the simulation and cases with undercharged or 

overcharged conditions can be solved by imposing the corresponding charge level to the simulation. 
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Heat exchanger fouling 

Yang et al. (2007) and Bell et al. (2012) showed that the impact of heat exchanger fouling was dominated 

by the decrease of airflow across the heat exchanger. Since the effect of airflow on the heat exchanger is 

embedded in the condenser and evaporator model, the heat exchanger fouling effect is estimated by 

imposing a smaller airflow to the heat exchangers. 

Compressor valve leakage 

Breuker (1997) described compressor valve leakage as the reduction of mass flow rate from the 

compressor due to the refrigerant backflow from the compressor discharge to the compression chamber 

and from the compression chamber to the compressor suction. The fault will also superheat the 

compressor suction refrigerant by the refrigerant backflow from the compressor discharge. This is 

modeled by increasing the compressor suction enthalpy and suppressing the compressor mass flow rate in 

accordance with the valve leakage level as illustrated in Figure 24. 

 

Figure 24:  Compressor valve leakage schematic. 

Liquid line restriction 

Liquid line restriction is described by Breuker (1997) as the increase of flow resistance and pressure drop 

in the liquid line due to blockage of flow by sediments or contaminants at filters along the liquid line.  In 

this section, it is characterized using the ratio of the additional pressure drop associated with the 

restriction to the liquid line pressure drop without a restriction, under the same operating conditions. To 

solve for the fault, the denominator of the liquid line restriction definition is needed and is obtained by 

solving the cycle once without the liquid line restriction. With the pressure drop across the liquid line 

from the first cycle solution and the imposed liquid line restriction level, the additional pressure drop 

across the liquid line is known and a second solution of the cycle is solved with the refrigerant pressure 

and density at the inlet of the expansion valve decreased by the additional pressure drop. 

Empirical equations for initial guesses 

To obtain a good initial guess close to the solution for the final simulation and shorten the simulation 

time, empirical and linear equations for the initial guesses in Figure 21 are constructed from experimental 

data by linear regression. The inputs and outputs of the equations are shown in Figure 25. 
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Figure 25:  Input and output diagram of empirical equations for initial guesses of the final simulation 

The subcooling and superheat in Figure 25 are converted into enthalpy with the pressure values before 

they were used as initial guesses of the final simulation. 

Example simulation on fault impacts 

This section provides some sample comparisons of experimental and simulated results for the effects of 

faults on system variables.  For system #6 with a TXV from Table 3, results are presented for the impacts 

of refrigerant charge, evaporator fouling, and condenser fouling. For system #6 with a TXV, sample 

results are given for compressor valve leakage. 

Non-standard charging 

The experimental observations with charge level variation under indoor dry-bulb temperature 80°F, 

indoor wet-bulb temperature 60°F and outdoor temperature 95°F were compared with the simulation 

results for COP, evaporator outlet superheat and liquid line outlet subcooling as shown from Figure 26 to 

Figure 28.  Overall, the simulation tracks the trends in performance impacts for these faults.  At low 

refrigerant charge, the TXV is fully open and the evaporator exit superheat is uncontrolled.  The COP 

increases with charge until a peak COP is achieved and then decreases as the condenser subcooling 

increases. 
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Figure 26:  Comparison between experimental and simulated COP at different charge levels 

 

Figure 27:  Comparison between experimental and simulated evaporator outlet superheat at different charge levels 

 

Figure 28:  Comparison between experimental and simulated liquid line outlet subcooling at different charge levels 
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Evaporator fouling 

Simulation was conducted at experimental cases with varying evaporator airflow rate tested under indoor 

dry-bulb temperature 80°F, indoor wet-bulb temperature 67°F and outdoor dry-bulb temperature 95°F. 

The comparisons of the COP, SHR, compressor discharge pressure and compressor suction pressure are 

shown from Figure 29 to Figure 32.  The simulated results at different evaporator airflow followed the 

experimental observations as shown from Figure 29 to Figure 32. As the level of evaporator fouling 

increased, the evaporator airflow dropped and the COP deteriorated in Figure 29. The compressor suction 

pressure and compressor discharge pressure also decreased with the airflow in Figure 31 and Figure 32. 

The lower evaporating pressure induced lower evaporator coil surface temperature and a lower SHR as 

shown by Figure 30. 

 

Figure 29:  Comparison between experimental and simulated COP at different evaporator airflow rates 

 

Figure 30:  Comparison between experimental and simulated SHR at different evaporator airflow rates 
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Figure 31:  Comparison between experimental and simulated compressor discharge pressure at different evaporator 

airflow rates 

 

Figure 32:  Comparison between experimental and simulated compressor suction pressure at different evaporator airflow 

rates 

Condenser fouling 

Condenser fouling was tested with different condenser airflow rates under indoor dry-bulb temperature 

80°F, indoor wet-bulb temperature 67°F and outdoor dry-bulb temperature 95°F. The simulation and 

experimental observations for COP, compressor discharge temperature and compressor discharge 

pressure are plotted from Figure 33 to Figure 35.  Figure 33.  In general, the simulation results follow the 

experimental observations as the condenser airflow rate is decreased. With increasing condenser fouling 

level and decreasing condenser airflow rate, the compressor discharge temperature and pressure increased 

in Figure 34 and Figure 35. The increasing fault level resulted in a decreasing COP as shown by Figure 

33. 
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Figure 33:  Comparison between experimental and simulated COP at different condenser airflow rates 

 

Figure 34:  Comparison between the experimental and simulated compressor discharge temperature at different 

condenser airflow rates 
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Figure 35:  Comparison between the experimental and simulated compressor discharge pressure at different condenser 

airflow rates 

 

Compressor valve leakage 

Simulation was conducted with compressor valve leakage cases evaluated under indoor dry-bulb 

temperature 80°F, indoor wet-bulb temperature 67°F and outdoor dry-bulb temperature 80°F.  The 

comparison between the experimental observations and the simulation results for COP and compressor 

pressures are shown from Figure 36 to Figure 38.  In this case, the simulated COP and the compressor 

discharge and suction pressures follow the experimental trends. As the compressor valve leakage level 

increased, the pressure across the compressor dropped. This reduced the temperature difference between 

the refrigerant and the surroundings, the heat transfer and the COP of the system. 

 

Figure 36:  Comparison between the experimental and simulated COP at different compressor valve leakage levels 
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Figure 37:  Comparison between the experimental and simulated compressor discharge pressure at different compressor 

valve leakage levels 

 

Figure 38:  Comparison between the experimental and simulated compressor suction pressure at different compressor 

valve leakage levels 
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Case study  

The California Title 24 HVAC Refrigerant Charge and Airflow (RCA) diagnostic protocol was used as an 

experimental subject during the development of the evaluation methods in this project. It was chosen 

because it is readily available and is in current widespread use.  This section describes an evaluation of 

this protocol based on the performance criteria and data library previously described.  In applying the 

method, data were supplied to the FDD method from the laboratory measurements.  In determining fault 

impact ratios for any fault, the measurement results were compared to the outputs from the normal model 

determined from regression as previously described. 

RCA background 

The RCA protocol is specified in California’s current Title 24 – 2008 building energy code (CEC 2008).  

It was included in the 2005 version of the code and is included in a modified form in the 2013 version of 

the code that will be implemented 2014.  RCA, as its name implies, is intended only to detect and 

diagnose high or low refrigerant charge and low evaporator airflow.  The airflow diagnostic is intended to 

ensure that the evaporator has sufficient airflow for the charge diagnostics to be applied.  It is an available 

option if direct measurement of the airflow isn’t conducted. The RCA protocol is based primarily on 

manufacturer’s installation guidelines. 

Title 24 specifies that the RCA protocol is to be applied to residential systems.  However, it has been used 

as the basis for utility-incentivized maintenance programs on residential and commercial unitary systems.  

For this reason, and because there is no fundamental difference between commercial and residential 

unitary systems, the input data from both RTU and split systems were used in the evaluation. 

The protocol is applied sequentially.  The evaporator airflow is checked first.  If the airflow is deemed 

acceptable, then the charge algorithm is applied. The RCA uses the following as its inputs:  (1) return air 

dry bulb and wet bulb; (2) supply air dry bulb; (3) ambient air dry bulb; (4) either evaporator superheat 

for FXO systems, or subcooling for TXV systems; and (5) the manufacturer’s specified target subcooling 

value (for TXV systems).  Some of these inputs are used to gather target temperature split and target 

superheat values from two lookup tables.  The inputs, and the values from lookup tables, are used to 

determine whether temperature split (the air temperature difference across the indoor unit) and superheat 

(for FXO systems) or subcooling (for TXV systems) are within acceptable ranges, using a difference () 

between the measured and target values.  For example,  SH is calculated as:                  

        .   

The range of driving conditions for the lookup tables is limited, which means that the protocol can’t be 

applied to some tests in the data library (i.e. gives No Response outcomes).  A flow diagram of the RCA 

protocol logic is shown in Figure 39.  In this figure the inputs listed above are shown in red.  The RCA 

output results are shown in grey boxes.  The process starts in the top left corner (if the temperature-split 

airflow diagnostic is used), with return air dry bulb and wet bulb temperatures as inputs. 
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Figure 39:  Flow diagram of logic for applying the RCA protocol (using 2008 Installer's version) 

 

RCA versions:  2008, 2013, Installer & HERS 

The RCA protocol has been modified with each new version of Title 24. In the 2008 energy code, a 

special version of the protocol was given for use by Home Energy Rating System (HERS) raters, who 

provide field verification and diagnostic testing to demonstrate compliance with the standard.  This 

version was identical except that it included looser tolerances when comparing measured and target 

values of superheat, subcooling, and temperature split.  The standard provides a rationale for the different 

tolerances: 

Start1

TRA 70 < TRA < 84 Yes2
Yes Evaporator 

AND Is  split > 3? airflow

WBRA 50 < WBRA < 76 fault

    No                         TSA No

No Response

No

Yes SH Use Tamb and WBRA to get 

FXO expansion? 56 < Tamb < 115 target superheat from 

Tamb AND lookup table.  Subtract

WBRA 50 < WBRA < 76 Yes2
target from measured to

No get SH.

SC SC = SC - Target SC Yes Yes

No Fault

Target SC -3 < SC < 3 ?

No No

If SC < -3 then UC

If SC > 3 then OC

Note 1:  The first part of the protocol, intended to determine whether there is sufficient evaporator airflow, is an

optional approach that can be used if direct airflow measurement isn't conducted.  If the evaporator airflow

diagnostic isn't used, the process starts in the box labeled "FXO expansion?"

Note 2:  The lookup tables cover the ranges specified above, but there are several cells on each table that contain

dash marks, indicating that the protocol should not be applied.  In these cases the result is "No Response".

-5 < SH < 5 ?

If  SH > 5 then UC

If  SH < -5 then OC

Use TRA and WBRA

to get target temperature

split from lookup table.

Subtract target split

from measured split

to get  split
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“In order to allow for inevitable differences in measurements, the Pass/Fail criteria are different 

for the Installer and the HERS Rater.” (RA 3.2.2.6.1, note #5). 

For example, the charge diagnostic for FXO systems is: 

      (                   )                       (7)  

 

while for the HERS rater the tolerance is increased 1°F above and below the target: 

      (                   )                       (8)  

 

The 2013 version of Title 24 has removed the temperature-split evaporator airflow diagnostics option.  

There are other compliance options available to confirm that sufficient airflow is attained prior to 

diagnosing charge faults.  These generally involve showing by direct measurement that the evaporator 

airflow is above 300 or in some cases 350 CFM per nominal ton of cooling capacity. 

The 2013 version also has additional restrictions on the driving conditions under which the protocol can 

be applied, such as a maximum outdoor (condenser inlet) air temperature of 120°F for TXV-equipped 

systems, and a minimum return air (indoor) dry-bulb temperature of 70°F (whereas the 2008 protocol had 

this limitation only for outdoor air temperatures from 55 – 65°F). 

A summary of the differences in tolerances within the four versions of the RCA protocol in the current 

(2008) version and the future (2013) version is shown in Table 8. 

Table 8:  Tolerances for 2008 and 2013 Installer and HERS versions of the RCA protocol 

  

In the case of charge, if a fault is detected, it is diagnosed as “undercharged” if the difference in Equation 

7 is above 5°F and “overcharged” if the difference is below -5°F.  This distinction is not specified for the 

HERS rater; the system simply fails the charge test.  However, to present a more meaningful evaluation 

here, the distinction is taken as implied in the results presented below. 

Test results 

Results of the tests are presented for each of the four RCA versions’ with respect to the evaluation 

outcome categories No Response, False Alarm, Missed Detection and Misdiagnosis. 

No Response 

The No Response rates for the four RCA versions are shown in Table 9. 

Charge Installer HERS Installer HERS

FXO ( superheat) ±5°F ±6°F ±5°F ±8°F

TXV ( subcooling) ±3°F ±4°F ±3°F ±6°F

Airflow

( temperature split) +3°F +4°F - -

2008 2013
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Table 9:  Total test cases, and No Response results for four RCA versions 

 

In the RCA protocol, a No Response result is generated when the driving conditions – ambient air 

temperature, indoor wet-bulb temperature, and indoor dry-bulb temperature – are not within the range of 

the lookup tables that are used to determine target temperature split and superheat values, or when they 

are outside of the limits discussed above. A higher rate of No Response means that the protocol is less 

useful, particularly for maintenance technicians, as detailed by Temple (2008).  However, since the rate is 

dependent on the conditions of the input data, the rates themselves aren’t very meaningful because the 

distribution of input data conditions may not exactly represent the typical conditions when a technician 

might want to deploy the protocol.  A comparison of rates from one protocol to the next would be more 

meaningful. 

The number of test cases and responses differ in the versions of the RCA presented in Table 9.  In the 

2013 version, all cases with indoor airflow rates below 300 CFM/nominal ton are assumed to be 

eliminated by direct measurement of airflow, and so they have been removed from the input data (35 test 

cases were below this criterion).  The number of responses varies in the 2008 version because the 

temperature split (airflow diagnostic) table has a wider range of acceptable conditions.  This means that a 

test case can be flagged as having an airflow fault under conditions where the charge diagnostic would 

give No Response.  Since the protocol is sequential (airflow diagnostic first), the charge diagnostic isn’t 

applied if an airflow fault is flagged.  With the looser tolerance of the HERS version, some test cases 

passed the airflow diagnostic (which hadn’t passed for the Installer version) and were then flagged as No 

Response when the charge diagnostic was applied. 

False Alarm 

The False Alarm results for each of the four RCA versions are presented in separate plots in Figure 40 to 

Figure 43. Below Figure 40 the data that form the basis of the figure are also presented, in Table 10, to 

indicate the sample sizes. 

Calculation of False Alarm Rate 

The False Alarm rate is calculated at several Fault Impact Ratio (FIR) thresholds. Test cases with FIR 

above the threshold are considered unfaulted.  The rate calculations follow the procedure described in the 

section Test Case Outcome Rate Calculations on page 9.  Referring to Figure 40, the False Alarm rate is 

45% for the 95% FIRCOP threshold, which refers to all test cases in which COP is degraded by 5% or less.  

Some of these False Alarms are cases where the e perimenter had imposed a fault, but it wasn’t 

significant enough to cause a 5% degradation in performance, and the others are cases in which the 

experimenter did not impose a fault. 

There is experimental uncertainty in all measurements, including the measurements used in calculating 

capacity and COP.  With randomly distributed error, about half of the unfaulted tests will give FIR values 

Installer HERS Installer HERS

Test Cases 607 607 572 572

No Response 127 128 158 158

No Response Rate 21% 21% 28% 28%

2008 2013
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above 100%, and half below 100%.  All of the data with values above 100% are included in the 

calculations.  Since these cases are overwhelmingly unfaulted cases (as opposed to cases slightly below 

100%, many of which have small faults imposed), including them gives lower False Alarm rates than if 

these cases were omitted.   

Results and Discussion 

 

Figure 40:  RCA 2008 Installer False Alarm rate as a function of FIR threshold 

 

Table 10:  Numerical results for RCA 2008 Installer False Alarm rate as a function of Fault Impact Ratio thresholds 

 

The results for the 2008 Installer version, in Figure 40, are surprisingly high (the numerical basis of these 

results is shown in Table 10.  In a third of the cases in which the system performs at 100% efficiency, the 

RCA diagnoses a fault. For systems performing at 97.5% or greater efficiency, the RCA diagnoses about 

half with a fault.  When the protocol is applied in the field, each False Alarm is associated with costly and 

unnecessary service (which may degrade performance), so this result suggests a very poorly performing 

protocol. 
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The False Alarm rate stays fairly constant, which is surprising. We would expect that as we move to the 

right across the plot (i.e. consider larger and larger fault impact cases to be unfaulted) that the rate of 

False Alarm would increase significantly.   

The False Alarm rate at the 100% FIR threshold in Figure 40 is not 0%.  As noted above, the 100% 

threshold includes all test cases for which the FIR is above 100%.  If these test cases were not included, 

then besides increasing the False Alarm rate at lower thresholds (as explained above) the 100% point 

would be undefined (0/0), since there are no cases with FIR between 100% and 100%.   

An earlier evaluation approach, in which fault impact was not considered, was presented at a conference 

(Yuill and Braun 2012).  The False Alarm rate presented at that time was 26%, which is lower than the 

rate currently calculated.  Apart from the difference in definition of “correct” charge, discussed in the 

Data Library section above, the current evaluation method gives a different result because many tests with 

very small faults imposed are now considered unfaulted because they have no significant effect on 

performance.  The current method makes more sense from a user’s perspective because users are typically 

not concerned with operating conditions that don’t affect performance (e cept for the case of overcharge, 

as noted in the definition of False Alarms). 

 

Figure 41:  RCA 2008 HERS False Alarm rate as a function of FIR threshold 

Comparing Figure 40 and Figure 41 we see an improvement in performance with respect to False Alarm 

rate – almost 10% in most cases.  The only difference between these versions is the tolerances applied, as 

shown in Table 8. This suggests that the protocol is overly sensitive.  Looser tolerances will reduce the 

False Alarm rate, although they may also have a detrimental effect on the ability to detect and correctly 

diagnose faults. 
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Figure 42:  RCA 2013 Installer False Alarm rate as a function of FIR threshold 

Comparing Figure 40 and Figure 42 we again see improvement.  The only difference between these 

versions is that the airflow fault diagnosis module is removed in the 2013 protocol (Figure 42).  This 

brings reductions in the False Alarm rate of 5 – 10%, in most cases.  

Although the removal of the temperature-split airflow diagnostic reduces the False Alarm rate, it is not 

necessarily an overall improvement to the protocol, because it reduces the utility of the protocol.  The 

temperature split method is generally easier to apply than the alternative (directly measuring the airflow).  

Furthermore, the present evaluation necessarily assumes that the direct airflow measurement approach 

does not provide any False Alarms, but this may not be true in actual application of the protocol.  
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Figure 43:  RCA 2013 HERS False Alarm rate as a function of FIR threshold 

In Figure 43 we see the best performance, with respect to False Alarms, of the four versions. This can be 

attributed to the even looser tolerances for the 2013 HERS version.  Although these results are 

improvements over the other versions, they still seem far too high to be able to consider this an effective 

protocol.  Considering the 95% FIRCOP threshold, we still have over 1 in 4 cases falsely flagged as having 

a charge fault (since there is no airflow diagnostic evaluation in this version), meaning that charge would 

be added to or removed from a system that is operating acceptably. 

Misdiagnosis 

Calculation of Misdiagnosis rate 

As noted in the evaluation outcomes definitions, a Misdiagnosis is a test case in which the following 

criteria are true: 

 The RCA flags a fault 

 The experimenter identifies the system as having a fault (or in the units in which we have 

determined that the maximum  COP at the standard 95/80/67 condition occurs at a charge level 

different from what the experimenter considered to be 100% charged, we have redefined the 

“correct” charge to coincide with the charge level at maximum COP.  When these systems have a 

charge level different from this “correct” charge, they are classified as having a charge fault) 

 The RCA-flagged fault is not the same as the experimenter-identified fault 

The rate is calculated as the number of Misdiagnoses divided by the number of tests for which the first 

two criteria are true. The Misdiagnosis rate addresses the question:  if the protocol is applied to a system 

operating with a fault, how often will it diagnose a different fault? 
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The enumeration of misdiagnoses is divided into Misdiagnosis (a) and Misdiagnosis (b).  The former 

considers all test cases in the data library.  The latter uses only those test cases in the data library that have 

faults that the protocol is intended to diagnose.  For example, in the RCA 2008 protocols, only test cases 

with refrigerant charge or evaporator airflow faults are included in the Misdiagnosis (b) evaluation 

results.  The Misdiagnosis (b) results are intended to give further insight into a protocol’s performance, 

but not necessarily to reflect on the overall utility of the protocol, since it is known that other faults exist 

in the field, and the utility of the protocol depends on how it responds to these other faults. 

For evaluation of Misdiagnosis rates, we group results into five FIR bins:  <75%, 75-85%, 85-95%, 95-

105%, and >105%.  The Misdiagnosis rates for each FIR bin are shown as bars in Figure 44 to Figure 51.  

The figures represent Misdiagnosis A and B for each of the four different RCA versions.  The number of 

responses (meeting the first two criteria listed above) is shown in the base of each bar.  For example, in 

Figure 44 the bin for FIRcapacity from 95 – 105% shows that there are 118 cases in which the RCA flags a 

fault and the experimenter has indicated the presence of a fault.  Of these, 83 were correctly diagnosed 

and 35 were misdiagnosed, which gives 30%.  In the bin for FIRcapacity greater than 105% there were four 

cases, all of which were correctly diagnosed. 

Results and Discussion 

 

Figure 44:  RCA 2008 Installer Misdiagnosis (a) rates as a function of Fault Impact Ratio (FIR) 

In Figure 44 the Misdiagnosis rate for FIRCOP in the 75-85% bin is very high: 65%.  This bin contains six 

cases of condenser airflow and six cases of compressor valve leakage faults, all of which the RCA 

diagnoses as overcharged, contributing to this unusually high rate.  However, the overall rate for all data 

is 26%, which is also quite high. 
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Figure 45:  RCA 2008 Installer Misdiagnosis (b) rates as a function of Fault Impact Ratio (FIR) 

The Misdiagnosis (b) rates, which use only test cases that have refrigerant charge or evaporator airflow 

faults, are shown in Figure 45.  The results are markedly improved compared to the rates for Misdiagnosis 

(a).  Overall only 9 of 205 tests have a Misdiagnosis.  These nine include undercharge diagnosed as 

overcharge and vice versa, evaporator airflow diagnosed as overcharge or undercharge, and one case of 

overcharge diagnosed as an evaporator airflow fault. 

 

 

Figure 46:  RCA 2008 HERS Misdiagnosis (a) rate as a function of Fault Impact Ratio (FIR) 
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The relaxed criteria for the HERS version of the 2008 protocol means that less cases are flagged as faults 

– 238 versus 266 for the installer protocol.  The results, shown in Figure 46, are otherwise quite similar to 

the Installer version results, shown in Figure 44. The overall Misdiagnosis rate here is 25%. 

 

Figure 47:  RCA 2008 HERS Misdiagnosis (b) rate as a function of Fault Impact Ratio (FIR) 

The results for the 2008 HERS Misdiagnosis (b) analysis, shown in Figure 47, are also very similar to the 

2008 Installer version.  The number of misdiagnoses is eight (compared with nine for the Installer 

version).  This suggests that the Misdiagnosis rate is not very sensitive to the fault diagnosis tolerances 

used by the RCA protocol. 

 

Figure 48:  RCA 2013 Installer Misdiagnosis (a) rate as a function of Fault Impact Ratio (FIR) 

In Figure 48 the RCA again uses the Installer tolerances, but differs from the evaluation in Figure 44 in 

that there is no longer any airflow diagnostic.  Also, all cases with evaporator airflow below 300 
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CFM/nominal ton are removed from the inputs.   The overall Misdiagnosis rate here is 32%.  This is 

slightly higher than the 2008 Installer version’s 26% (Figure 44) despite the removal of the airflow 

diagnostic and the removal of input cases.  This suggests that the Misdiagnosis rate for the airflow 

diagnostic may be lower than that of the charge diagnostic for the full range of fault types. 

 

Figure 49:  RCA 2013 Installer Misdiagnosis (b) rate as a function of Fault Impact Ratio (FIR) 

As with the 2008 versions of the protocol, Figure 49 shows Misdiagnosis (b) rates that are much better 

than Misdiagnosis (a).  For the 2013 Installer version, there are only 3 misdiagnoses overall among 147 

test cases. 

 

Figure 50:  RCA 2013 HERS Misdiagnosis (a) rate as a function of Fault Impact Ratio (FIR) 

In Figure 50 the results slightly better than the results in Figure 48, suggesting that the looser tolerance 

provides a small improvement to the Misdiagnosis rate.  The overall rate for the 2013 HERS version of 
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the RCA is 29%.  The spike in the 75 – 85% FIRCOP bin remains, but is reduced to 60% compared with 64 

or 65% for the other versions of the protocol. 

 

Figure 51:  RCA 2013 HERS Misdiagnosis (b) rate as a function of Fault Impact Ratio (FIR) 

The rates presented in Figure 51 are the best among the four protocol versions, with just 1 of 107 tests 

misdiagnosed.  The one Misdiagnosis is an undercharged case diagnosed as overcharged.  It is a fixed-

orifice unit with high indoor humidity (80°F dry-bulb and 74°F wet bulb), and with 95°F outdoor 

temperature.  The charge level is 92% of nominal, and the measured superheat is 15°F. 

In terms of Misdiagnoses the RCA performs quite poorly for each of the four versions.  The aggregated 

Misdiagnosis rates are summarized in Table 11.  For the all versions, more than 1/4 of the times it’s 

applied to a system with a fault, it reports that a different fault is present.  This will result in a 

maintenance or installation technician performing the wrong corrective action, which may make the 

performance worse or at the very least cause the technician to repeat the diagnosis, then apply different 

corrective actions. 

One might argue that the protocol performs extremely well when used for diagnosing charge faults (and 

evaporator airflow faults, in the case of the 2008 versions), as shown in the Misdiagnosis (b) results.  

However, as noted above, the Misdiagnosis (b) results give insight into the workings of the protocol, but 

don’t give a good indication of the utility of the protocol for FDD.   It’s difficult to imagine a situation in 

which it is known that other faults don’t e ist, but charge faults (and evaporator airflow faults) may exist.  

If the user only wants to check charge using the 2013 RCA, for example, then it is important that the 

protocol not be affected by the presence of other faults.  It should report “No Fault” for cases that don’t 

have a charge fault.  If a protocol reports “No Fault” for all faults that it is not intended to diagnose, then 

the Misdiagnosis (a) and Misdiagnosis (b) results would be the same (because a “No Fault” response is 

not categorized as a Misdiagnosis). 
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Table 11:  Summary of aggregated Misdiagnosis rates for the four RCA versions 

 

 

Missed Detections 

Calculation of Missed Detection rate 

Missed Detections are cases in which two criteria are met: 

 The experimenter identifies a fault (or a charge fault has been determined based on comparison 

with the charge giving maximum COP, as discussed in the section “Charge effect on COP and 

capacity” on page 22) 

 The RCA response is “No Fault” 

The test cases are grouped by Fault Impact Ratio into the same bins as Misdiagnosis, as described above.  

The Missed Detection rate is calculated by dividing the number of Missed Detections by the total number 

of tests in which the experimenter identifies a fault.  It addresses the question:  when the protocol is 

applied to a system with a fault, how often does it miss the fault and report that the system is operating 

properly? 

As with the Misdiagnosis evaluation described above, a second quantity, Missed Detection (b), is also 

calculated, in which only the faults that RCA is intended to diagnose are considered (charge and 

evaporator airflow for the 2008 versions, and charge for the 2013 versions).  This addresses the question:  

how often does the protocol miss the faults it’s intended to detect? 

Installer HERS Installer HERS

26% 25% 32% 29%

2008 2013
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Figure 52:  RCA 2008 Installer Missed Detection (a) rate as a function of Fault Impact Ratio (FIR) 

The Missed Detection rates in Figure 52 are 30 to 40% for the low impact faults – those with FIR above 

95%.  These faults are of lesser importance than the higher impact faults, so the high rate is not very 

alarming.  However, the 85-95% FIR bin still has this high rate of Missed Detections, and represents a 

significant missed potential for energy savings.  The overall Missed Detection rate is 32%. 

 

  

Figure 53:  RCA 2008 Installer Missed Detection (b) rate as a function of Fault Impact Ratio (FIR) 
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Figure 53 presents the Missed Detection (b) rates – the Missed Detection rates for refrigerant charge and 

evaporator airflow faults only.  These results are better than the results in Figure 52, but the 85-95% bin 

still has at least 20% Missed Detections for both FIRcapacity and FIRCOP.   

  

Figure 54:  RCA 2008 HERS Missed Detection (a) rate as a function of Fault Impact Ratio (FIR) 

 

  

Figure 55:  RCA 2008 HERS Missed Detection (b) rate as a function of Fault Impact Ratio (FIR) 

Comparing the Missed Detection rates in Figure 54 and Figure 55 with the rates in Figure 52 and Figure 

53 shows that the looser tolerances of the HERS protocol cause many more faults to be missed, raising 
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the rate in most FIR categories by 5 to 10%.  This is a tradeoff with the improved False Alarm rate that is 

associated with looser tolerances.  The overall rate of Missed Detection (a) for the RCA 2008 HERS 

protocol is 39%. 

  

Figure 56:  RCA 2013 Installer Missed Detection (a) rate as a function of Fault Impact Ratio (FIR) 

  

Figure 57:  RCA 2013 Installer Missed Detection (b) rate as a function of Fault Impact Ratio (FIR) 

In Figure 56 we see the effects of removing the airflow diagnostic, by comparing with Figure 52 since the 

2008 and 2013 Installer protocols use the same tolerances for charge diagnostics.  The overall 

performance is slightly worse for the 2013 protocol (even ignoring the result for FIR > 105%, which are 
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not very meaningful).  This could suggest that the airflow diagnostic in the 2008 version is less likely to 

miss a detection than the charge diagnostics.  However, comparing Figure 57 with Figure 53 we see that 

the Missed Detection rate has gone down when only RCA-diagnosed faults are considered.  From this we 

can conclude that the airflow module was misdiagnosing faults, rather than missing detections, and this is 

why the rates are lower in Figure 52. 

  

Figure 58:  RCA 2013 HERS Missed Detection (a) rate as a function of Fault Impact Ratio (FIR) 

  

Figure 59:  RCA 2013 HERS Missed Detection (b) rate as a function of Fault Impact Ratio (FIR) 

Finally, the plots showing the Missed Detection rates for the 2013 HERS version, which has the loosest 

tolerances, show quite poor performance.  In Figure 58 almost two thirds of the faults that cause an 85 – 
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95% FIRcapacity are missed. The steady increase in Missed Detection (b) rates (which only include faults 

that the RCA is intended to diagnose) tracks the loosening tolerances as we go from Figure 53 (middle 

categories at about 20%) to Figure 55 (middle categories at about 30%) to Figure 59 (middle categories at 

about 40%).   

Summarizing the Missed Detection evaluation, performance can be characterized as poor, with significant 

faults being missed in all versions of the protocol.  A summary of the aggregated Missed Detection rates 

is given in Table 12. 

Table 12:  Summary of aggregated Missed Detection rates for the four RCA versions 

 

Conclusions of case study 

The case study of the RCA protocol has demonstrated that the evaluation method developed in this 

project can effectively evaluate the strengths and weaknesses of an FDD protocol in a way that reflects 

the overall usefulness of the protocol to a user.  This is done by using a fault-impact based analysis, and 

by providing results across a range of FIR.  A user can select his own sensitivity to fault impact based on 

either capacity or COP, and read the results in each outcome from the charts.  For example, if a user feels 

that all faults that reduce capacity by less than 10% should be tolerated, she can read the evaluation 

results from False Alarm rate, Misdiagnosis rate, and Missed Detection rate at those values, and have a 

reasonable idea of how the protocol will perform.  If these results are available for several different 

protocols they can be compared so that the best protocol for that user can be selected. 

One issue that hasn’t been discussed is the distribution of faults by type and intensity.  The performance 

of the RCA, and of any protocol, will vary by fault type and by intensity.  This means that the results of 

the evaluation are dependent upon the distribution of faults in the data library.  Ultimately, it would be 

best if this distribution matched the likely distribution of faults that occur in the field.  However, this 

distribution is largely unknown.  Even if the distribution were known with some confidence, it would be 

difficult to get data from the data library to match the expected distribution in the field because it is a 

finite set.  In the next stage of development of FDD evaluation methods, simulation data will be used, 

which will allow the fault distribution to be controlled.  At that time any fault distribution data that 

become available can be incorporated into the evaluation. 

The fault distribution of the current data library is shown in Table 13.  This distribution has a heavy 

concentration of charge faults, with more than 1/3 of all tests, and 44% of faulted tests having charge 

faults.  This distribution may skew some results in favor of the RCA protocol, since charge is a fault that 

it is intended to diagnose.  

Installer HERS Installer HERS

32% 39% 37% 55%

2008 2013
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Table 13:  Distribution of fault types in data library as a percentage of all tests 

 

Besides being an example for application of the evaluation method developed in this project, the case 

study provides evaluation results for the RCA protocol.  The protocol’s main strength may be that it is 

simple to apply, not requiring any difficult computations that require a computer.  The protocol’s 

weaknesses are many.  Although there is no yardstick for FDD performance, it seems safe to conclude 

that the results are not good.  The current (2  8) protocol’s False Alarm rates of 40% to 50% for all FIR 

thresholds below 100% are very troubling.  It seems unlikely that the net benefit of this protocol could be 

positive, when it has such a high False Alarm rate. 

It is tempting to consider using looser tolerances to improve this False Alarm rate, but even if we apply 

the loosest tolerances (from the 2013 HERS version) we get False Alarm rates above 15% for all 

thresholds.  (This is an imperfect comparison because the 2013 HERS version also has no airflow 

diagnostic).  This rate, 15%, is still unacceptable.  Furthermore, the tradeoff with looser tolerances is that 

we will have increases in the Missed Detection rate.  Again using the 2013 HERS tolerances, we have 

Missed Detection rates in Figure 59 that are over 70% in the 85 – 95% FIRCOP bin.  Even if we only 

consider charge faults, in this same bin we see that the RCA misses more than half of the faults.  One 

needs to question whether the cost of having 15% False Alarm rate is worth the benefit of catching half of 

the charge faults. 

Given this poor performance, it seems that the potential for salvaging the RCA protocol is not very good, 

and that consideration should be given to replacing it or removing it from the standard. 

% of

Fault Type library

No Fault 18%

Undercharge 27%

Overcharge 9%

Evaporator Airflow 17%

Condenser Airflow 11%

Liquid Line Restriction 8%

Non-condensables 2%

Valve Leakage 8%
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Conclusions 

A FDD protocol evaluation method for protocols applied to unitary air-conditioning systems at steady-

state operation has been developed and described in this report.  This includes a database of measurement 

data, and a simulation tool that can be used to reliably generate additional input data to eliminate the need 

for measurement data. 

Several concepts related to the evaluation of FDD have been defined in this project, such as Fault Impact 

Ratio, Fault Intensity, False Alarms, Misdiagnoses, etc.  The evaluation method developed is based on a 

fault’s impact on the performance of a unitary system, and provides outputs over a range of impacts that 

could be of interest to a potential FDD protocol user.  A system has been developed to categorize and 

enumerate the outcomes of an evaluation. 

A case study was conducted in which the RCA protocol was evaluated.  It was found to perform poorly, 

with unacceptable levels of False Alarms, regardless of the threshold used to differentiate faulted from 

unfaulted performance. 

Some of the main conclusions of the project: 

 The evaluation method developed here should be applied to FDD protocols of interest to 

determine whether their performance is acceptable to potential users 

 Model data should be used instead of measurement data in future evaluations, to:  

o control the distribution of faults 

o remove the uncertainty from experimental error 

o widen the field of potential systems, faults, fault intensities, fault combinations, and 

driving conditions 

o provide datasets that can’t be learned, hence gamed, by unscrupulous developers 

 More understanding of the likely distribution of faults in the field is required 

 The RCA protocol performs quite poorly, and consideration should be given to removing it from 

the standard 

Moving forward, we are hopeful that this tool can provide a path to improved performance of FDD.  It 

can do this by illuminating poorly performing FDD, to spur further developments and improvement, and 

by providing a tool for developers to use as they explore improvements in their protocols.  It is important 

to evaluate FDD, because poorly performing FDD is costly, in that it can cause improper corrective 

actions to be taken, or wasted maintenance service, and can hinder more widespread future adoption of 

FDD if users don’t find FDD benefiting them.  The potential for FDD to reduce energy consumption and 

peak power, and to improve equipment life is still largely untapped, and this potential should be pursued. 
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Next Steps 

The current project spurred interest from the National Institute of Standards and Technology (NIST), who 

have provided additional funding in support of pursuing effective evaluation methods for FDD protocols 

applied to unitary systems.  This collaboration with NIST has allowed us to take a more ambitious 

approach to this project.  We significantly expanded the scope beyond what was originally proposed, and 

were more meticulous in the development of the methods and data library than would otherwise have 

been possible. 

The work described in this report will continue under the NIST funding.  Future work will include: 

(a) evaluation of other protocols, as a way of testing and refining our evaluation approach  

(b) evaluations using simulation data 

(c) assessment of simulation data as a replacement for experimental data 

(d) assimilation of the simulation (or simulated data) into the software 

(e) development of simplified figures of merit for FDD protocols 

The results of these ongoing efforts will be made available to NBI and the CEC. 
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Definitions 

There are several terms that do not yet have consensus definitions, but which are necessary or convenient 

when discussing FDD for unitary equipment.  The definitions below describe the meaning of some 

applicable terms as used within this report.  The definitions for terms in italics are proposed as standard 

definitions. 

Driving Conditions – the dry-bulb temperature of the air entering the condenser, and the dry-bulb 

temperature and humidity of the air entering the evaporator 

Fault – an operating condition in a unitary air conditioner that causes degradations in performance. This 

may include degradations in efficiency, capacity, equipment life, maintenance costs, or ability to maintain 

comfort conditions. 

Fault detection – determination that a fault is present in the system 

Fault Assessment – A quantification of the severity of the fault.  This may be expressed as a fault 

intensity, a fault impact, or in broader terms, such as “low charge”, “very low charge”, etc. 

Fault Diagnosis - Fault diagnosis consists of two processes:  fault isolation and fault assessment  

Fault Isolation – determination of the type of fault that is present or the component that is faulted. 

Fault Impact – the effect caused by a fault on a variable of interest, such as capacity, EER, subcooling, 

supply air temperature, cost, thermal comfort, etc. 

Fault Impact Ratio (FIR) – the ratio of COP or capacity under faulted conditions to COP or capacity 

under unfaulted operation at the same operating conditions. 

Fault Intensity (FI) – the level of a fault expressed with reference to physical measurements 

Protocol – the algorithm that generates outputs in a FDD tool 

Return Air – in the context of this report, return air refers to the air entering the evaporator coil or in 

cases where the indoor fan is immediately upstream of the indoor coil, return air is the air entering the fan 

Test Case – a set of input values, including pressures, temperatures, etc. for a system that is operating at 

steady-state 

Threshold – with respect to Fault Impact Ratio, a threshold is the dividing point between faulted 

operation and unfaulted operation; the FIR above which a test case should be considered unfaulted 

Unitary system – in the context of this report, a unitary system is an air-cooled direct-expansion vapor 

compression cycle air-conditioner with a single-speed compressor and single-speed fans. 



 

70 

Nomenclature 

adp Apparatus dew point  

BF   Bypass factor  

CA Condenser Airflow fault 

CEC California Energy Commission 

CFM Cubic feet per minute 

COP Coefficient of performance 

EA Evaporator Airflow fault 

EEV  Electronic expansion valve 

EER Energy efficiency ratio 

FDD Fault detection and diagnostics 

FI  Fault Intensity 

FIR  Fault impact ratio 

FXO  Fixed orifice expansion valve 

HERS Home Energy Rating System 

IP Inch-pound system of units 

LL Liquid Line fault 

NBI New Buildings Institute 

NC Non-condensable gas in the refrigerant fault 

NIST National Institute of Standards and Technology 

OC Overcharge fault 

psia Pounds per square inch, absolute 

RA Return air 

RTU Rooftop unit 

SA Supply air 

SEER Seasonal energy efficiency ratio 
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SI International system of units  

T Dry bulb temperature 

Tamb Ambient air dry bulb temperature 

TXV  Thermostatic expansion valve 

UC Undercharge fault 

VL Compressor Valve Leakage fault 

WBRA Return air wet bulb temperature 
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Appendices 

Capacity and COP vs. charge plots 

The plots in this appendix show the effect of charge on performance at different driving conditions.  Each 

plot represents data from a single unit, and each point on the plot is a test case.  Since experimental 

facilities can’t achieve e actly the same conditions during every test, the data points show more scatter 

than the actual experimental uncertainty would provide.  The tests grouped into a given series (set of 

driving conditions, denoted in the series name shown in the legend) may have ambient temperature of 

±0.75°F, and indoor wet-bulb and dry-bulb variations up to ± °F in some units.  This doesn’t affect the 

effectiveness of the data for evaluating FDD, but it does make them appear more scattered in these plots 

than they would be if they could all have had exactly the same driving conditions. 

On page 22, in the discussion of charge effects on COP, it was noted that some of the units were found to 

have a ma imal COP value at a charge level different from the e perimenter’s definition of    % charge 

at the rating condition (95/80/67).  The plots presented in this appendix show the charge levels before 

adjustments were made to the nominally correct charge level.  For example, in Figure 65 it is clear that 

the COP is highest at the 95% charge level (under all operating conditions).  The nominally correct charge 

level was adjusted prior to using the data in the evaluation.   

 

Figure 60:  Effect of charge on COP for RTU 2 
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Figure 61:  Effect of charge on COP for RTU 3 

 

Figure 62:  Effect of charge on COP for RTU 4 
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Figure 63:  Effect of charge on COP for RTU 7 

 

Figure 64:  Effect of charge on COP for Split 1 

2.0

2.2

2.4

2.6

2.8

3.0

3.2

3.4

3.6

3.8

80% 85% 90% 95% 100%

C
O

P

Relative Charge

COP for RTU 7

69/74/59

74/74/59

80/74/59

86/75/60

92/75/60

0

0.5

1

1.5

2

2.5

3

3.5

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

C
O

P

Relative Charge

COP for Split 1

95/80/67



 

79 

 

Figure 65:  Effect of charge on COP for Split 3 

 

Figure 66:  Effect of charge on COP for Split 4 
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Figure 67:  Effect of charge on COP for Split 5 

Capacity vs. charge plots 

 

Figure 68:  Effect of charge on capacity for RTU 2 
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Figure 69:  Effect of charge on capacity for RTU 3 

 

Figure 70:  Effect of charge on capacity for RTU 4 
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Figure 71:  Effect of charge on capacity for RTU 7 

 

Figure 72:  Effect of charge on capacity for Split 1 
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Figure 73:  Effect of charge on capacity for Split 3 

 

Figure 74:  Effect of charge on capacity for Split 4 
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Figure 75:  Effect of charge on capacity for Split 5 

Normal model plots 

This section presents plots of a representative sample of the normal models used in calculation of FIR 

values for the data library. 

 

Figure 76:  RTU 2 normal model and measurements of COP 
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Figure 77:  RTU 4 normal model and measurements of COP 

 

Figure 78:  RTU 7 normal model and measurements of capacity 
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Figure 79:  Split 1 normal model and measurements of COP 

 

Figure 80:  Split 2 normal model and measurements of COP 
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2) REVIEWER COMMENTS  

 
 



Example Output of FDD Evaluator 0.1.1 
 

This appendix contains an example of an evaluation using the software FDD Evaluator 0.1.1. In this 

example, the following situation is evaluated: 

 

Protocol: the 2013 Installer’s (Title 24) version of the RCA 

Units: All nine of the available HVAC systems 

Fault conditions: only cases that have charge faults or no faults 

Operating conditions: the full range of operating conditions (i.e. no test cases are filtered out because of 

their operating conditions) 

 

Inputs 

The units are selected in the blue region of the user interface. A screenshot of the user interface with 

the selections from this example is shown below. 

 

The fault conditions are selected 

in the green region. For this 

example, only “Unfaulted”, “UC 

(undercharge)” and “OC 

(overcharge)” are selected.  

 

The purple region contains 

limits for minimum and 

maximum operating conditions. 

In this example, we leave the 

default values in place, so that 

we are not filtering out any test 

cases by specific operating 

conditions. 

 

The drop‐down menu labeled 

“Protocol Selection” allows us to 

choose among the four 

protocols that are coded in this 

version of the software (four 

versions of the Title 24 RCA 

protocol). We choose the 2013 

Installer version (“RCA_2013). 

 

Next, we click “Evaluate” and the output figures are generated. 

 



 

 

Outputs and Discussion 

The software outputs four plots:  1) Numerical values tables; 2) False Alarm rates figure; 3) Misdiagnosis 

rates figure; 4) Missed Detection rates figure.  The numerical values tables contain all of the data that 

the figures are based upon. These data may be copied and pasted to other programs for further analysis. 

 

Screenshots of the output screens corresponding to the example situation are shown below. 

 

 
 

The section “Overall Results” presents data that are not shown graphically. The first is the total number 

of test scenarios that are included in the set. This number is a function of the conditions selected on the 

user interface. The maximum number is 607. In this example there are 327 tests, each of which is either 

unfaulted, or has a charge fault. 

 



The second is the “No response” rate – the percentage of tests from the total number for which the 

protocol cannot be applied because of limitations on its applicability. In this case, there are 85 scenarios 

(26% of 327) in which the 2013 RCA couldn’t be applied. 

 

 
 

The figure labeled “Figure 2” shows the False Alarm rate at each of the Fault Impact Ratio (FIR) 

thresholds. For example, if a 2.5% degradation in efficiency (COP) is selected as the minimum 

degradation that should be considered significant, we look at the COP value at 97.5% FIR and see that a 

44% False Alarm rate can be expected. 

 



 
 

Misdiagnosis and Missed Detection results are presented in bins of FIR. For example, the middle bin 

contains all of the tests that have faults that reduce capacity or COP by 5 to 15% (i.e. FIR is 85‐95%). 

 

In this example, the only faults contained in the input data are overcharge and undercharge, and the 

only fault diagnoses the protocol can produce are overcharge and undercharge. Therefore, a 

misdiagnosis has to be an undercharge diagnosed as an overcharge, or vice versa. There are three such 

cases. In the case of capacity the denominator is 73, so the rate is 3/73 = 4.11%. For COP the 

denominator is 79, giving a rate of 3/79 = 3.80%. The tables in Figure 1 display integer (rounded) 

percentage values, but the plots use exact values. 

 

The software’s figure generator scales the ordinate (vertical) axis to the resulting values, and has 

minimum increments of 10%. In this case, the figure has been scaled to the point that the 10% label is 

not on the plot, so there are no labels on the ordinate except 0. In the next version of the software, the 

plot scale will be configured to display a minimum value of 10%. 



 
 

The missed detection rates for the 95‐105% bin are roughly 10%. In general, not detecting a fault that 

has a small impact could be construed as a positive outcome. However, overcharge faults can present a 

danger to the compressor without having a large effect on capacity or COP. Since the only faults in the 

current example are charge faults (the unfaulted tests are not used in Missed Detection rate 

calculations) a large portion of the tests in the 95‐105% range will be overcharge cases. Missing these 

fault detections is important even if the impact on capacity or COP is small. 

 

There are no Missed Detections for cases in which COP is reduced by more than 15%, and none for cases 

in which capacity is reduced by more than 25%. 
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Scope 

1.1. A technical review of the Draft Final Report “A Method for Evaluating Diagnostic 
Protocols for Packaged Air Conditioning Equipment” prepared by James E. Braun, 
PhD, David P. Yuill and Howard Cheung (Ray W. Herrick Laboratories of Purdue 
University) dated September 30, 2012 was completed and a commented version of the 
document was submitted on October 18, 2012. 

1.2. The present document provides additional comments and recommendations following 
the project workshops (Workshop on the HVAC Fault Detection and Diagnostic Tool 
Evaluator) held by NBI (Mark Cherniack) and Purdue University personnel on February 
27 and 28, 2013 at WCEC facilities. 

2. Comments  

2.1. In general I support the methodology of the evaluation tool and the usefulness of such a 
tool; however, in my assessment the FDD Tool Evaluator requires further development 
of the data library and validation before it can be implemented as an industry standard. 

2.2. The data library needs to be investigated and expanded to address the following:  

2.2.1 Several systems in the data library have limited no fault tests which may not be 
sufficient to adequately determine the no fault performance. Systems 4 and 6 have 
only 1 and 2 no fault tests respectively making it doubtful that there is sufficient 
data to establish/confirm performance expectations, especially for system 4 which 
has a fixed expansion device. Likewise, systems 7, 8 and 9 (TxV systems) each 
have 4 no fault tests. This may be adequate if the tests represent the operating 
domain for the fault tests. 

2.2.2 There is limited data for some faults, in particular liquid line restriction and 
compressor leakage. 

2.2.3 The systems in the data library need to address the breadth of systems in the field 
and currently being manufactured. This includes a range of rated steady-state 
efficiencies from approximately 8 EER to 16+ EER and system characteristics 
such as finned-tube coils versus microchannel coils. 

2.2.4 Simulation data would be helpful as long as the simulation model is fully 
validated for the application. I am not familiar with the published work on the 
model. Validation of the model predictions for some faults will be difficult based 
on the limited experimental fault data as noted above. My experience has been 
that superheat and subcooling are rather sensitive parameters, especially with 
regards to modeling, and they are often important parameters for FDD. The 
capability of the model to predict these parameters would need to be 
demonstrated. 

2.3. There may be issues with the alignment of the fault/no-fault region defined by FIR and 
the evaluation of a real fault which has varying FIR with operating conditions. This may 
bias the results of the analysis if the FDD tracks fault level as opposed to efficiency or 
capacity degradation. The impact may not be that great. This would be a good thing to 
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test. As a related item, it would be useful to discuss the other approaches that were 
considered and why they were dismissed. 

2.4. It seems that the Evaluator needs to be demonstrated/verified with a “good’ protocol or 
the unexpected behavior with the RCA protocol needs to be explained in more detail to 
validate the implementation of the evaluation methodology in the tool. 

2.4.1 A possible FDD protocol for testing the evaluator is the subcooling/superheat 
method proposed by Temple (2004) or the method proposed by Li (2004). 

2.5. The performance of the RCA protocol needs to be investigated further to understand the 
results of the evaluation of this protocol. This may not be relevant to the Purdue 
research team, but it may be helpful to understand why the RCA protocol produces the 
results it does as a means of further validating the evaluation method and its 
implementation.  

2.6. The validation of the simulation model proposed for expanding the data library should 
include verification of the prediction of the following parameters which are likely to be 
used by FDD algorithms: 

2.6.1 Suction pressure or corresponding evaporating temperature 

2.6.2 Liquid line pressure or corresponding condensing temperature; could also 
consider discharge pressure 

2.6.3 Superheat (or suction temperature) 

2.6.4 Subcooling (or liquid line temperature) 

2.6.5 Compressor current or power 

2.6.6 Some have tried to use discharge temperature for diagnostics, but this is a rather 
unreliable measure in the field (more so than the others) 

2.6.7 Evaporator discharge air temperature (dry-bulb) 

2.6.8 Condenser discharge air temperature (dry-bulb)  

2.7. The input structure for the systems in the data library should allow for the following 
system information provided by the manufacturer (refer to Table 6 in the project 
report): 

2.7.1 The input for target subcooling should allow for more than a single subcoooling 
value based on operating conditions. Target subcooling should also be an 
allowable input for fixed expansion device systems. 

2.7.2 Input of the manufacturer’s target superheat data based on operating conditions 
should be allowed for both fixed expansion device systems and a fixed superheat 
value or range should be allowed for TxV systems. 

2.8. It is recommended that WCEC help champion the formation of an ASHRAE standards 
committee that can oversee future research and development of the FDD evaluator as an 
industry standard. In addition to Kristin Heinemeier, Mark Modera at WCEC has 
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particular experience with this process. This recommendation is the result of an inquiry 
from and discussion with Jeff Miller (CEC). 

3. Recommendations for Future Research 

3.1. Expand the data library to adequately address the identified faults and range of system 
characteristics corresponding to the current body of unitary air-conditioning systems in 
operation. This should include the range of rated steady-state cooling efficiencies 
(EER). Document how the systems in the data library accomplish the objective.  

3.2. Investigate the implications of the fault/no-fault definition based on FIR in the context 
of a FDD protocol that identifies a specific fault level (a real-world fault). 

3.3. Demonstrate the performance of the evaluator for another protocol that has an algorithm 
that is disclosed in the public domain such that the evaluation results can be understood 
and explained. A possible alternate protocol is the method using both subcooling and 
superheat proposed by Temple (2004) or the method proposed by Li (2004). Each of 
these methods is protected by a patent, but is also disclosed in the corresponding patent. 

3.4. Provide a summary document of the model validation which demonstrates that the 
model is suitable for the intended application including prediction of the appropriate 
performance parameters (refer to notes above) for the range of systems and system 
faults. 

4. References 

4.1. Li, H. A Decoupling-based Unified Fault Detection and Diagnosis Approach for 
Packaged Air Conditioners, Ph.D. Thesis, Purdue University, August 2004. 

4.2. Temple, K. 2004. A Performance Based Method to Determine Refrigerant Charge Level 
for Commissioning Unitary AC and HP Systems. In Proceedings of the ACEEE 2004 
Summer Study on Energy Efficiency in Buildings, 1:306-317. Washington, D.C.: 
American Council for an Energy-Efficient Economy. 
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Executive	Summary	

Introduction	
When this Fault Detection and Diagnostics (FDD) project began and we met with the investigators, we 

became cautiously enthusiastic that it would yield an open system for evaluating and improving the 

diagnosis of air conditioners and heat pumps. We looked forward to an available database of laboratory 

tests that could be used to analyze issues and discrepancies and resolve them with shared data.  

Having attended the review meeting on February 28, 2013 and having worked for a number of hours 

with the product, it appears to us that it cannot address the real needs for developing fault diagnostics 

that we can all agree meet the needs of the situation.  

The product has improved by being able to look at faults based on their effect on efficiency. That is a 

very positive step forward.  

The small number of units in the analysis and the fact that they are hidden behind a curtain of secrecy 

makes it impossible to agree that they are right or to use the information to improve FDD products. It is 

akin to a blind person on a hunting trip without a guide or companion.  

Proctor Engineering Group trusts the intentions of the investigators. However we cannot say that we 

trust that they or anyone else is always right.  

The report used the manufacturers’ diagnostic protocols enforced by Title 24 as a case study. In order to 

properly evaluate any diagnostic protocol, it is necessary to understand the purpose and milieu of the 

protocol. Some of these comments discuss the purpose of the Title 24 application of the air conditioning 

manufacturers’ protocols for charge and airflow.  

The Title 24 protocol is intended to ensure that newly installed air conditioners in California: 

1. Do not have extremely low evaporator airflow, which produces low sensible efficiency 

2. Are not undercharged or overcharged to the point that sensible efficiency is seriously 

degraded. 

The milieu of the protocol is that: 

1. It must be accepted by most of the manufacturers as identical to, or not in conflict with their 

factory protocols.  

2. It must be cost effective to apply the protocol.  
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Results	
As shown in the table below, when airflow is measured directly, as it is in the 2013 Title 24, the 

manufacturers’ and 2013 HERS protocols seem to achieve what they set out to do. When the Purdue 

data are visible it will be possible to evaluate the manufacturers’ protocols for additional improvements.  

Manufacturers’ Installation Protocol 

Metering Device  Orifice  TXV  All Metering Devices 

  Errors  Cases  Errors  Cases  Errors  Cases 

False Alarms (no Fault – Fault 
Indicated) 

12 #  56  5  23  17  79 

Misdiagnosis (Wrong Fault 
Identified)  

0  34  0  34  0  68 

Missed Diagnosis (Fault 
Present > 5%  Effect – No 
Fault Indicated) 

6  40  1  35  7  75 

HERS Protocol 

Metering Device  Orifice  TXV  All Metering Devices 

  Errors  Cases  Errors  Cases  Errors  Cases 

False Alarms (no Fault – Fault 
Indicated) 

1  56  3  23  4  79 

Misdiagnosis (Wrong Fault 
Identified)  

0  28  0  27  0  55 

Missed Diagnosis (Fault 
Present > 5%  Effect – No 
Fault Indicated) 

12 ##  40  8 ##  35  20 ##  75 

#  =  9 of the 12 cases are for RTU7, potentially indicating something special about that unit or the test 
conditions covered by the tests with that unit.  

##  =  0 Errors at > 15% Effect 

 

Recommendations	
There is a strong need for full disclosure if this project is going to achieve the twin goals of improving 

FDD and providing a consensus method of evaluating FDD products. In order to achieve these twin goals, 

Proctor Engineering Group recommends that: 

1. The cases in the data library be made universally available. 

2. The data library structure be examined to make additions to the library consistent. 

3. The data library be expanded with available data from independent researchers. 

4. The data library be expanded with data from manufacturers. 

5. The data library be expanded with additional elements, such as sensible heat ratio.  
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Additional	Research	
There is an urgent need for a field study that identifies: 

1. the extent and magnitude of non‐condensable contamination in existing and newly installed air 

conditioners 

2. the extent and measured magnitude of liquid line restrictions in California air conditioners 

3. the extent and measured magnitude of condenser heat transfer problems in California air 

conditioners 

4. whether or not valve leakage is a significant problem in California air conditioners.  

Moving	Forward	
We look forward to working through the Purdue data library and expanding it with additional laboratory 

data. 
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Discussion	

A	Parable	
A cave man asked his wife to get him a rock. While he was out hunting the next day, she 

looked around and found a really nice rock, which she presented to him when he returned. 

He said: “No this is not right this rock is too big!”.  

The next day while the cave man was hunting, his wife looked around and found a really 

nice small rock, which she presented to him when he returned. He said: “No this is not right 

this rock is too small!” 

The next day while the cave man was hunting, his wife looked around and found a really 

nice medium sized rock, which she presented to him when he returned. He said: “No this is 

not right this rock is white!” 

The next day while the cave man was hunting, his wife looked around and found a really 

nice medium sized black rock, which she presented to him when he returned. He said: “No 

this is not right this rock is black!” 

This continued day after day until one day he did not go hunting. Instead he called together 

a few of his buddies. They sat with their backs to the cave entrance with the rock collection 

in front of them. As his wife was entering the cave with the latest rock for him she heard 

him say: “I am so frustrated!! No matter what I do my wife always brings me the wrong 

rock. She is so stupid.” The other cavemen agreed some even saying that their wives were 

stupid too. The wife walked up behind the Caveman and whacked him in the back of the 

head with the rock.  
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Limited	Test	Cases	and	Secrecy	
Table 3 from the study summarizes the test cases within the Purdue data library.  

 

It is of concern that there are only nine units that provide data to the library. It is of even greater 

concern that only four units provide data for condenser airflow while only three units provide data for 

liquid line restriction and compressor valve leakage. Finally a single unit is used to address non‐

condensable contamination of the refrigerant.  

The data library needs to be expanded to be certain of its accuracy and usefulness. 

Furthermore, the accuracy of the data in the library and the reasons for different diagnoses by any 

protocol and the Purdue data is totally hidden.  

The data library needs to be open to be certain of its accuracy and to make it useful. 

Achieving	Improved	Performance	of	Air	Conditioners	in	the	Field	
It is nearly universally accepted that a large percentage of the technicians do not check for airflow or for 

refrigerant charge using the manufacturers’ methods. Field testing by various entities has verified that 

airflow is low and refrigerant charge is often incorrect for both newly installed as well as existing air 

conditioners.  

The Title 24 enforcement of the manufacturers’ protocols was initiated because there was adequate 

data on airflow and refrigerant charge faults in newly installed air conditioners. The enforcement set 

about addressing those two issues within the milieu of manufacturer acceptance and cost effectiveness.  
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The Title 24 protocol is intended to ensure that newly installed air conditioners in California: 

1. Do not have extremely low evaporator airflow, which produces low sensible efficiency 

2. Are not undercharged or overcharged to the point that sensible efficiency is seriously degraded. 

The milieu of the protocol is that: 

1. It must be accepted by most of the manufacturers as identical to, or not in conflict with their 

factory protocols.  

2. It must be cost effective to apply the protocol.  

Looking at the results of this study, this author characterizes the results of the manufacturers’ protocols 

in Title 24 as better than adequate. The changes in the 2013 Standard wherein airflow is measured and 

verified to be in excess of 350 CFM per ton is a substantial improvement.  

Results	as	Contained	in	the	Purdue	Report	

False	Alarms	
The Purdue paper calls false alarms as: “no significant fault is present, but the protocol indicates the 

presence of a fault.” 

Orifice Units –  Running the Evaluator for the situations that there is no fault present against the 2013 

Installer (2013eye) protocol, there are 121 out of 56 cases where 2013eye indicates a fault where the 

Purdue data library identified no fault. Rerunning the Evaluator for the same scenario against the 2013 

HERS (2013H) protocol, there is only 1 out of 56 cases where 2013H indicates a fault. This points to the 

effectiveness of the wider acceptance band in avoiding contractors having come back to work on a unit 

that was passed by the installer.  

TXV Units –  Running the Evaluator for the situations that there is no fault present against the 2013 

Installer (2013eye) protocol, there are 5 out of 23 cases where 2013eye indicates a fault where the 

Purdue data library identified no fault. Rerunning the Evaluator for the same scenario against the 2013 

HERS (2013H) protocol, there are 3 out of 13 cases where 2013H indicates a fault. This points to the 

need to have the data to determine why the TXV protocol performs worse than the Orifice protocol with 

respect to False Alarms. 

Runs that include “insignificant faults” from the Purdue data library ‐‐  If one includes the situation 

where there is a smaller fault, then the “false alarm” rate rises. This points to the need to examine these 

cases to determine the cause of the differences and whether an action should or should not be taken.  

Misdiagnosis	
Misdiagnosis is being defined as the situation wherein there is a significant fault present, but the 

protocol identifies a different fault as present. Given that the only misdiagnosis available is to mistake 

                                                            
1 9 of the 12 cases are for RTU7, potentially indicating something special about that unit or the test conditions 
covered by the tests with that unit.  
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undercharge for overcharge, or vice versa, it is no surprise that both 2013 protocols make no 

misdiagnoses when the fault has a 5% or higher impact on efficiency.  

Missed	Detections	
Missed detections are defined as the situation wherein there is a significant fault present, but the 

protocol does not identify a fault. For 2013eye, there are 7 missed detections out of 55 cases. All but 

one of these are on orifice machines. For 2013H, there are 20 misses reflecting the wider margin of 

acceptance. There are no cases where 2013H allows a fault with more than 15% COP error to pass.  

Early	Considerations	

Title	24	
The California Energy Commission is mandated to produce changes that save energy in buildings. 

Increasing airflow and reducing the percentage of units with significantly incorrect refrigerant charge is 

one of the ways to improve energy efficiency. 

When the introduction of refrigerant charge and airflow measures in Title 24 was first considered one of 

the consultants working on the issue noted that the existing manufacturers’ method for diagnosing low 

airflow (temperature split) was far from perfect and other methods would be better. The consultant also 

raised the issue that the existing superheat tables for charging air conditioners were not sufficiently 

documented2. Early in conversations about and with manufacturers it became clear that the 

manufacturers would fight methods that conflicted with their specifications.  

In the interest of improving the situation at the time, the temperature split, superheat, and subcooling 

methods of the manufacturers were written into the code and enforced for the first time in any state.  

Implementing	the	Manufacturers’	Specification	in	Utility	Programs	
As the manufacturers’ specifications were implemented within Title 24 and Utility programs it became 

increasingly clear that the temperature split method was merely a first step toward improving air 

conditioner efficiency and that a better method was highly desirable. Based on that understanding, the 

CEC has changed to airflow protocol to direct airflow measurement along with direct measurement of 

fan watt draw.  

Similarly direct measurement of airflow was a proposed change to utility programs, but that change met 

significant resistance.  

It also became clear that, while the manufacturers’ Superheat tolerance3 of ± 5ºF might be desirable for 

installations from the manufacturers’ perspective, the tolerance was too narrow for HERS raters’ 

inspections and for utility programs that seek to obtain significant energy savings. As a result changes 

were proposed for HERS raters and for utility programs. The first change in that direction was taken with 

the 2008 Title 24 Standards. These changes were resisted and not implemented in utility programs.   

                                                            
2 Given the manufacturer’s desire for about 12 degrees of superheat at 95/80/67 the concern was whether the 
published target superheats at other conditions would translate to 12 degrees of superheat at 95/80/67. 
3 As well as the manufacturers’ subcooling tolerances of ±3ºF or less. 
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Inside Title 24, the tests are generally done on newly installed air conditioners and therefore the 

condenser heat exchange (condenser air flow and coil cleanliness) is assumed to be correct. Within 

utility programs however that is not necessarily a good assumption. Many utility programs instituted coil 

cleaning either as a prerequisite to a tune up or as a paid portion of a tune up. It became clear that if 

contractors are allowed to “clean condenser coils” to improve condenser airflow and be paid based on 

how many they cleaned, that they would “clean” almost every condenser coil. More comprehensive 

diagnosis is used in some utility programs to reduce unnecessary “coil cleaning”.  

Inside Title 24 and within utility programs a viable (cost effective) consensus method of determining 

non‐condensables in the system has not been found. 

The percentage of units with the following faults and the distribution of fault magnitudes in the 

population are not known for: 

 non‐condensables 

 liquid line restrictions 

 compressor valve leakage  

Cost	Effectiveness	
The cost effectiveness of the applying a protocol is judged basically by the following simplifications: 

The value of the measure must be equal to or exceed the cost of applying the measure 

Value of Measure ($) = Energy Savings (kWh) × Time Value ($/kWh) 

∆E 	 			Energy Savings (kWh) = Excess Energy Use due to the corrected Fault (kWh) 

Fault conditions range in magnitude from those with negligible energy consequences to those with 

large energy consequences.  

 

∆E   =   Excess Energy Use for corrected fault condition i 

∆E 	 	 ∆E 	 % &  

Cost of Measure ($) = Technician’s Cost ($) + HERS Rater’s Cost($) × (% Inspections) 

The Technician Cost is the cost of the additional time the technician must spend to diagnose and, if 

necessary, repair the particular fault.  

 ∆CT   =   Incremental Technician cost for fault condition i 

∆ 	 	 	 	% &  
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Therefore: 

The incremental cost effectiveness of the repair of any fault is: 

	
∆E 	 % &

	 	 	% &
 

Note that: 

1. The less often a fault occurs the less cost effective the measure will be. Therefore it is necessary 

to have a decent idea of the percentage of the time the fault occurs and the distribution of its 

magnitude.  

2. The higher the diagnostic cost and/or the repair cost the less cost effective the measure will be.  
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Additional	Comments	and	Clarifications	
1. The paper states that the airflow diagnostic is intended to ensure that the evaporator has 

sufficient airflow for the charge diagnostic to be applied. This statement is derived from Title 24 

and manufacturers’ write‐ups of the temperature split method. In actuality, we were also 

seeking to improve over the widespread problem of low airflow. Low airflow results in low 

sensible EER – very detrimental in California.  

2. The paper points out that the range of conditions under which the charge tests can be made is 

limited. It is true that the range of refrigerant charge testing for non‐TXV units is limited to 

conditions that the data and the manufacturers believe that the results are reasonably accurate 

in determining whether or not a repair should be made. Title 24 has also introduced a method 

of checking charge for TXV systems that allows checking under a much wider variation of 

conditions.  

3. The study provides a flow diagram of the protocol. There is one missing element in that flow 

diagram, the recursive return to the start when a change is made.  

	
	
 

Repair 

and 

Retest 
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4. The paper provides adequate data to judge the difference between the Purdue definition of 

proper charge and the manufacturers’ definition of proper charge. Specifically the study states:  

“ The one Misdiagnosis is an undercharged case diagnosed as overcharged. It is a fixed orifice 
unit with high indoor humidity (80°F dry-bulb and 74°F wet bulb), and with 95°F outdoor 
temperature. The charge level is 92% of nominal, and the measured superheat is 15°F.” 

The difference in definitions is the cause of this difference in diagnosis. By Purdue’s definition 

the unit is undercharged by 8% however according to the manufacturer’s superheat table, the 

target superheat for these conditions is 25°F. That is 10°F out of specification in the overcharge 
direction.  

5. The paper notes that some evaluations of air conditioning programs based on protocols similar 

to the manufacturers' had energy savings that fell short of expectations. It should also be noted 

that other evaluations in California and elsewhere show energy savings in the expected range. 

The causes of any shortfalls are more likely to be misapplication of the basic methods 

(superheat, subcooling, and airflow) rather than to the effectiveness of those methods.  

6. The paper points out that an ideal evaluation would produce typical economic benefit from 

deploying the fault detection and repair. Further it notes that this economic benefit is 

dependent on the prevalence of the faults. To that thought we add the distribution of the 

magnitudes of the fault as well as the costs to diagnose and repair those faults.  

7. The study noted that the amount of laboratory data available and used in the study was limited 

and that a simulation model would built based on that data as well as engineering modeling. 

When the model is built it will need to be determined whether it is as good as or better than 

other models. It is essential that the model be compared to other models and, more 

importantly, to additional laboratory data.  
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PREFACE 

The California Energy Commission Public Interest Energy Research (PIER) Program supports 

public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 

The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or 
private research institutions. 

PIER funding efforts are focused on the following RD&D program areas: 

 Buildings End-Use Energy Efficiency 

 Energy Innovations Small Grants 

 Energy-Related Environmental Research 

 Energy Systems Integration 

 Environmentally Preferred Advanced Generation 

 Industrial/Agricultural/Water End-Use Energy Efficiency 

 Renewable Energy Technologies 

 Transportation 

Rooftop HVAC Fault Detection and Diagnostics: New Technologies and Standards for Energy 
Reduction, by the Western Cooling Efficiency Center, is an interim deliverable for the Fault 
Detection and Diagnostics:  Moving the Market and Informing Standards in California Project. The 
project is a portion of the Evidence-based Design and Operations Program conducted by New 
Buildings Institute (contract number 500-08-049). The information from this project contributes 
to PIER’s Buildings End-Use Energy Efficiency Program. 

For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916-654-4878. 
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ABSTRACT 

In this report we identify nine different potential approaches to prioritizing FDD tools, 

depending on the type of data collected (air side, refrigerant side, or electrical) and the type of 

model used for comparison with measurements (first principles, qualitative, history).  We also 

identify the specific criteria that must be met to have a measure that is appropriate for inclusion 

in Title 24.  These criteria include significant energy savings, cost effectiveness, prevalence of the 

fault being detected, probability that the fault will be fixed, reliability of detection, 

deployability, and other maintenance benefits.   

 

 

 

 

 

 

 

 

Keywords: Rooftop unit, air conditioning, fault detection, diagnostics, FDD, Title 24, energy 
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INTRODUCTION 

The goal of this research is to identify the minimum requirements for FDD, including 

communications options for RTUs that enable cost-effective energy/demand savings. To do this, 

the research team undertook a comprehensive review of available products, services, and 

facility management behaviors related to heating, ventilation, and air conditioning (HVAC) 

operations/maintenance to identify and prioritize the faults that can be detected by a set of 

currently (or shortly) available diagnostic tools, and to evaluate the available tools. This work is 

the foundation for defining the minimum FDD requirements that were proposed, vetted with 

stakeholders, modified, and ultimately adopted into the 2013 Title 24 California Standards.   

The Problem  

Rooftop packaged air conditioners (RTUs) rarely receive regular preventative maintenance. 
Generally, service calls are limited to emergency response for major system failures that impact 
occupant comfort. Even in the case of equipment maintained under service contracts, 
technicians will only detect severe and obvious faults since their procedures typically only 
involve routine qualitative assessments. This means that non-emergency faults that cause 
significant energy waste can go unnoticed for years.  

The Solution  

Fault detection and diagnostics (FDD) for RTUs is a developing class of products designed to 
monitor RTU performance so that faults can be identified and corrected. FDD technology senses 
key system operating parameters, detects performance degradation, and triggers an alarm that 
is communicated to some form of fault management tool, the zone thermostat, or appropriate 
facility personnel. FDDs help to maximize the value of investments in energy efficiency 
systems, extend the life of RTUs, and reduce emissions. 

California’s Energy Efficiency Strategic Plan urges the broader application of this technology. 
California’s proposed 2013 Energy Efficiency Standard for Nonresidential Buildings — Title 24 
requirements would include FDD as a mandatory measure for all new commercial RTUs.  

Purpose of This Report 

Remote and automated FDD tools have the potential to save considerable energy in California’s 
fleet of existing commercial RTUs. However, the market for these FDD systems has not yet 
materialized. Tools have been available for larger systems for some time, although even these 
have not enjoyed a significant market share. In RTUs, there are fewer tools available, and little 
to no market share. 

Since RTUs cool over 60 percent of the commercial square footage in California and the U.S.1, 
they are a significant source of energy consumption and peak demand. Under the best of 
circumstances, RTUs are not as efficient as larger built-up systems. However, in reality, they are 

                                                 
1
 W. Wang, et. al.  PNNL December 2011,  Energy Savings and Economics of Advanced Control Strategies 

for Packaged Air-Conditioning Units with Gas Heat, pg. vi 
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even less efficient. Many market failures have led to a lack of quality in the installation and 
maintenance of these units, and their performance is suffering. Most RTUs have one or more 

faults that increase their use of energy. If these faults could be found and addressed, then 

significant energy savings could be realized.   

This report presents the results of research and analysis conducted to determine whether the 
environmental and cost benefits of FDD technology warrant the proposed inclusion of FDD as a 
mandatory measure in new Title 24 requirements. 

The report: 

 Describes the methodology used to collect and analyze data about FDDs 

 Discusses the analysis and results of the FDD research 

 Lists the availability of FDD products currently on the market or under development 

 Describes potential faults found in RTU system performance and the assumptions used 
to model the impacts of these faults 

 Discusses the probability of fault occurrence 

 Lists the projected energy savings that potentially could be realized when FDD is used 
to detect the most common faults 

 Discusses potential maintenance cost savings that potentially could be realized through 
FDD 

 Concludes with a listing of the cost-effectiveness of FDD relative to RTU size 

 

Summary of Research Conducted for This Report 

This report is a part of the Public Interest Energy Research (PIER) project Fault Detection and 

Diagnostics - Moving the Market and Informing Standards in California within the PIER Program 

Evidence-based Design and Operations.  The work presented here occurred from fall 2010 

through spring 2012. 

The overall project approach involved four phases of work and related outcomes: 

Phase I (Appendix Report A: FDD Stakeholder Interviews) 

 Obtained input from industry stakeholders on desired capabilities of FDD tools and 
service models for making best use of FDD tools.  

Phase II (This Report: Rooftop HVAC Fault Detection and Diagnostics: New 

Technologies and Standards for Energy Reduction)  

 Identified the faults that occur in RTUs and their impact and frequency to estimate the 
degree of savings made possible by FDD tools. 

 Prioritized those faults to determine which are most likely to be cost-effectively 
diagnosed and addressed. 
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 Identified diagnostic approaches that can be used to detect these faults. 

 Defined a set of criteria for the attributes an approach must have to be likely to be 
successful in the market place or to be successfully implemented in California’s Title 24 
energy code. 

 Evaluated the potential approaches according to these criteria, described the currently 
available tools that utilize these approaches, and discussed the energy and demand 
savings potential of these approaches. 

Phase III (Appendix Report B: FDD Energy and Demand Savings) 

 Created a “Minimum FDD Capability Requirements” document that summarizes and 
describes the requirements for a tool that could be incorporated in Title 24, including a 
description of the required functionality and an outline of the acceptance tests that 
would be required to document installed functionality. 

 Held an Industry Roundtables to obtain stakeholder feedback. 

Phase IV (Appendix Report C: Title 24 FDD Standard) 

 Developed and submitted a code proposal in conjunction with the Codes and Standards 

Enhancement (CASE) project, and participated in the Energy Commission's process for 

supporting the proposal. 

Report Organization 

This report starts by describing the faults that affect RTUs in terms of their frequency and their 

potential for energy savings. A set of criteria are then proposed by which the approaches are 

evaluated. The report then describes and classifies various approaches to detecting faults, 

providing examples of existing tools where available. Finally, a set of prioritized approaches is 

identified, which helped guide the development of a set of minimum attributes of FDD tools in 

the Title 24 proposal. 

The Appendices contain the following work representing the additional research phases: 

A. FDD Stakeholder Interviews  

B. FDD Energy and Demand Savings 

C. Title 24 FDD Standard: Development Method and Final Language 
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FAULTS AFFECTING RTUS 

This section describes the different faults affecting RTUs and presents data regarding the 

prevalence of these faults and their energy efficiency impact. 

The information in this section regarding the prevalence of faults is quoted from Cowan, NBI, 

2004, “Review of Recent Commercial Roof Top Unit Field Studies in the Pacific Northwest and 

California.” This study gathered data from previously completed research projects. Slightly over 

500 units in 181 locations in California and the northwest were inspected during these different 

field studies, resulting in a very relevant set of data for the report's purpose. These data are 

shown in Table 1.  

Table 1: Frequency of Some Common Faults in Rooftop Air Conditioners (Cowan 2004) 

Fault Fault Level Frequency Found 

Economizer Malfunction Various faults 64% 

Refrigerant Undercharge/Overcharge >5% 46% 

Inadequate Airflow <300 CFM/ton 42% 

Failed Sensors Various faults 20% 

 

The information regarding the energy impact of each fault comes from Breuker and Braun, 1998, 

“Common Faults and their Impact for Rooftop Air Conditioners.”  In this study, different 

common faults were artificially introduced in an RTU and the impact on energy efficiency and 

cooefficient of performance (COP) was evaluated. Table 2 shows Breuker and Braun's findings.  

Table 2: Energy Impacts of Some Common Faults in Rooftop Air Conditioners 
(Breuker and Braun 1998) 

Fault Fault Level % Change in 
capacity 

% Change in 
COP 

Compressor Valve Leakage 35% Δηv -21.3 -23.8 

Condenser Coil Fouling 35% are blocked -21.3 -23.8 

Inadequate Airflow 36% Δ airflow -19.4 -17.4 

Liquid Line Restriction 20 ΔP -17.2 -8.7 

Refrigerant 
Undercharge/Overcharge 

14% undercharge -8 -4.6 

Economizer Malfunction   Up to 40% 

Thermostat Errors   Up to 40% 

Failed Sensor   Up to 40% 
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Mechanical Faults 

Compressor valve leakage 

When slugs of liquid refrigerant enter the compressor, the compressor valves can be damaged. 

If the sealing becomes less effective, high pressure refrigerant can either: 

 Leak back into the suction line across the suction valve, or 

 Leak back into the cylinder across the discharge valve.  

This corresponds to a loss of volumetric efficiency, the impacts of which on efficiency and COP 

were evaluated by Breuker and Braun in 1998. 

Compressor valve leakage faults are caused by a buildup of debris on the condenser coil. This 

buildup limits the available condenser coil area and reduces heat transfer and the total airflow 

across the coil. 

This is caused by a buildup of debris on the evaporator coil or other restrictions in the air path. 

The consequences are twofold: the airflow across the evaporator is reduced, and the heat 

exchange efficiency is limited. The impact of the second effect is limited, however. 

Airflow has been found to be deficient in 42 percent of the cases. The following criterion has 

been used: the airflow is considered too low, under 300 cubic feet per minute (CFM)/ton, to be 

compared with the 400 CFM/ton used for industry efficiency ratings. 

This fault occurs when a filter/dryer or expansion device is obstructed by debris, which 

increases the total pressure loss in the liquid line. 

This fault can either be caused by a slow leak in the system or by the wrong amount of 

refrigerant introduced into the system. Charge assessment is not straightforward, and the 

different methods available and contractor practices explain that this is a very common problem 

in the field. 

In the documented sample, 46 percent of units present a charge outside of a ±5 percent 

acceptance range. Energy savings impacts found by Breuker and Braun were up to about 5 

percent for a 15 percent error in charge. Other researchers looked at higher levels of charge 

error, and found even greater energy impacts. For example, Robert Mowris recently tested a 

residential air conditioner and found upward of 65 percent efficiency loss in a unit that was 40 

percent undercharged (personal communication with Robert Mowris, 2010). Regardless of the 

energy savings, the greenhouse gas reduction potential of detecting refrigerant leakage is 

substantial. 
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Controls Faults 

Short Cycling 

Nominal efficiency of air conditioning is only reached after a few minutes of operation, due to 

thermal transients. Since most systems operate with “on-off” control, at partial loads the unit 

will naturally cycle between the “on” and “off” phases. If this cycling sequence is too short, 

however, the unit stops working before reaching an acceptable efficiency, with a great impact 

on energy consumption. 

This problem can be caused by a bad thermostat setting or oversizing. 

Economizer Malfunction 

On average, 64 percent of the sample units presented some kind of economizer failure or tuning 

problem. These different faults were observed: 

 Broken, frozen, or missing drive system components 

 Outside air or mixed air sensor failure 

 Faulty repairs 

 Low changeover temperature setpoint 

 Use of a single-stage cooling thermostat 

The energy impact can be estimated between 14 and 40 percent, according to whether the 

economizer is malfunctioning or not functioning at all.  

Thermostat Errors 

 Improper thermostat (single-stage cooling only) 

 Cycling fans during occupied periods 

 Continuous fans during unoccupied periods 

 Improperly installed resistors 

 No nighttime setup or setback 

Savings can vary. Correcting cycling fans during occupied periods will even increase the energy 

use (but improve indoor air quality). The highest savings, up to 40 percent, will occur when the 

thermostat is preventing the economizer from operating. 

Failed Sensor 

This problem has been noted in 20 percent of the units. The energy savings for repairing sensors 

vary over a wide range. They can be modest if the value is slightly incorrect, but can go up to 40 

percent if they enable a non-functioning economizer. 
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CRITERIA FOR EVALUATING FDD APPROACHES 

In order for an FDD approach to be viable in the market and to be justifiably included in Title 

24, it must meet several criteria. The primary criteria for Title 24 are energy savings and cost-

effectiveness. The primary criteria for the market are somewhat different, however. To be 

successfully marketed, the tool must be low-cost, marketable, and must reliably detect 

important problems in buildings. Of course, the role of codes is to get building owners to 

implement measures that the market for some reason or another is not successfully providing. 

This would suggest that even if a product does not meet marketability criteria, it can still be 

effectively implemented in Title 24, as long as it meets the criteria for code inclusion. 

Ideally, this report would provide actual numerical metrics for these criteria. It should be noted, 

however, that most of the criteria are quite difficult to assess (particularly when discussing 

“hypothetical” tools).  Diagnostic tools in general are difficult to assess because it is never 
known ahead of time how many and what type of faults will be detected. It is beyond the scope 

of this project to provide quantifiable metrics for each criterion. It should be possible, however, 

to compare different tools and describe characteristics somewhat qualitatively. When 

evaluating the different approaches, the project team used a scale of High, Moderate, or Low to 

describe whether the criteria are met Fully, Partially, or Not at all.   

Magnitude of Energy Savings 

The energy savings expected from an FDD approach depend entirely on the type and number 

of faults that can be detected and addressed. Reductions in greenhouse gas emissions go along 

with these energy savings.2 Some of the faults that RTUs experience are listed below, along with 

an indication of the relative magnitude of energy savings possible through remedying the 

faults. 

High Energy Savings 

 Compressor valve leakage  

 Condenser coil fouling   

 Inadequate airflow 

 Economizer malfunction 

 Economizer misapplied 

 Other controls problems 

Moderate Energy Savings 

 Refrigerant leakage/undercharge/overcharge  

 Liquid line restriction 

                                                 
2
 Of course, HVAC refigerants currently in use are themselves notable sources of greenhouse gases, and 

the detection of leaks when they occur can contribute to a reduction in greenhouse gases.  
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Low Energy Savings 

 Short-cycling 

Cost-Effectiveness 

The cost-effectiveness3 of a diagnostic approach is dependent upon the potential savings, of 

course. But it is also dependent upon the cost to implement the method. The cost is based upon 

the type of data that is required, the overall number of points required, any processing 

capabilities that must be added, and communications hardware and access.   

The principal cost incurred for FDD is for data collection. Depending on the method used, 

existing sensors installed in the RTU might be used. Care must be taken to ensure that the 

sensors are of sufficient accuracy and are installed in the appropriate location. In some cases, 

redundant sensors might be needed to take the place of the existing sensors. The relative cost-

effectiveness of some typically used sensors is listed below: 

High Cost-Effectiveness 

 Fan on/off 

 Compressor on/off 

 Operating mode: Cooling/heating/ventilation 

 Outdoor air damper position 

 Current/kW 

Moderate Cost-Effectiveness 

 Suction temperature 

 Liquid temperature  

 kWh 

Low Cost-Effectiveness 

 Ambient temperature 

 Return air temperature   

 Supply air temperature   

 Static pressure 

 Suction pressure 

 Liquid pressure 

                                                 
3
 Defined as the life-cycle Net Present Value of the incremental benefit of the technology (including the 

time-dependent value of reduced energy consumption, maintenance costs, and quatifiable non-energy 

benefits such as improved comfort), divided by the sum of the incremental first costs and Net Present 

Value of all other incremental costs associated with the technology (including maintenance costs and 

costs of remediation of faults). 
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 Discharge pressure  

 Power factor 

 Power quality 

Processing of diagnostic algorithms can take place in the onboard controller, on an installed PC, 

or remotely. Even when a PC or remote computer is used, there may still be a need for on-site 

signal processing to reduce and pre-process the data. In most cases, these processing platforms 

do not contribute significantly to the cost. For some methods, however, cost impacts will be 

significant.   

 High cost impacts: An approach that uses an energy management system (EMS) 
platform for processing 

 Moderate cost impacts: An approach that can be accomplished by an embedded 
controller  

 Low cost impacts: An approach that can be accomplished only with use of an added PC 
or processor 

The defined scope for this program is remote diagnostics, so all approaches considered here will 

require remote communications. For remote diagnostics, communications hardware and access 

are required. This can be accomplished by tying into the building’s EMS, or installing a 

dedicated modem and phone line. It is often possible to use a gateway to allow the diagnostic 

module to piggy-back on the building’s communications infrastructure to reach the internet. 

Frequency of Fault 

A diagnostic tool is not as useful if it only detects faults that occur rarely. The more common the 

fault detected, the more appropriate it is for Title 24. The faults that are frequent in RTUs are 

described in Table 1 and are listed below, along with an assessment of their relative frequency. 

High Frequency 

 Inadequate airflow 

 Refrigerant leakage/undercharge/overcharge 

 Economizer malfunction 

 Economizer misapplied 

Moderate Frequency 

 Condenser coil fouling 

 Short-cycling 

 Other controls problems 

 Locked rotor 

 Liquid line restriction 
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 Liquid slugging 

Low Frequency 

 Loss of phase  

 Unbalanced voltage  

 Compressor valve leakage  

 Flooded start 

Probability that Fault Will Get Fixed 

It is easy to envision a code that requires manufacturers to install one of these types of FDD in 

factory units, or requires contractors to install “after-market” tools that will identify faults. 

However, it is somewhat more difficult to envision how these tools can be guaranteed to 

provide savings. After all, they merely note the fact that a fault exists; they do not fix it. Some 

method must be found to increase the probability that faults will be fixed. 

Tools that diagnose problems that are likely to be fixed will be more likely to result in savings, 

so they are more likely to succeed in being implemented in code.   

High Probability 

 Refrigerant leakage/undercharge/overcharge    

 Condenser coil fouling   

 Inadequate airflow   

 Liquid line restriction 

 Other controls problems  

 Locked rotor 

Moderate Probability 

 Liquid slugging  

 Compressor valve leakage  

 Economizer misapplied  

 Economizer malfunction  

Low Probability 

 Loss of phase   

 Unbalanced voltage   

 Flooded start 

 Short-cycling   
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Reliability, Robustness 

Reliability and robustness in a FDD tool refers to a number of factors that influence whether a 

tool can be expected to work well over time. Some of these factors are: 

 How difficult is it to install the tool? Installation errors, such as placing sensors in the 

wrong location or mounting them incorrectly, can render a FDD tool useless. How prone 

is the tool to mis-installation? Airside sensors can be difficult to install correctly, and 

care must be taken to mount them in the correct location so that they accurately reflect 

the temperature of an entire air-stream. Refrigerant sensors are somewhat less difficult 

to install, but they are also prone to mounting errors, as when temperature sensors are 

not mounted in direct enough contact with the lines being measured. 

 Does the tool require maintenance? Some sensors, such as relative humidity (RH) 

sensors and pressure gauges, require periodic calibration. Any tool that requires such 

maintenance will be less robust than tools with maintenance-free sensors. 

 A tool is only useful to a customer or technician if the tool’s rates of false alarms and 

missed diagnoses are minimized. False alarms are a serious problem in FDD tools, and 

anything that generates unreliable alarms and causes alarm overload will not be used 

for long. Similarly, if a tool cannot be counted on to detect when a system is failing, it 

cannot be relied upon to provide remote diagnostics. This delicate balance must be 

found for every tool and every type of fault detected. 

High Reliability 

 No maintenance required 

 No installation required 

 False positives and negatives are both minimized 

Moderate Reliability 

 Minimal maintenance required 

 Installation is easy to perform 

 Moderate level of false positives and negatives 

Low Reliability 

 Significant maintenance required 

 Installation prone to errors 

 High false positives or negatives 
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Ease of Deployment 

FDD tools can be deployed in many different ways. Three deployment models are described. 

Performance Monitoring 

Ongoing optimization of the use of the unit for a given environment can be referred to as 

performance monitoring. Many FDD tools can be deployed in this way.   

Commissioning 

Commissioning refers to a process of evaluating if a newly installed or existing unit is 

performing as expected. It is a one-time intervention where a technician is on-site, so it does not 

require remote access. FDD tools used in commissioning typically do not require historical data, 

although performance monitoring data can be used to supplement the commissioning tool. It is 

difficult to envision how commissioning tools would be included as a requirement in Title 24, 

unless commissioning interventions were also required.  

There are already tools available that assist service providers in diagnosing a system in the 

context of a commissioning-like process. The Honeywell Service Assistant, provided to the 

market by various California utilities through their “Air Care Plus” programs, is one example. It 

is difficult to imagine the building code requiring an intervention such as this, although it could 

require enabling technology that would make these kinds of interventions possible. They would 

not generate savings on their own, however.  

Maintenance 

By optimizing maintenance operations, failures can be avoided and running costs can be 

optimized. 

The match between these situations and the available FDD methods (described later in 

Definition of FDD Approaches) can be summed up as follows in Table 3: 

Table 3: Assessment of Deployment Capability for Different Types of Models 

Deployment Method Quantitative Qualitative Timeseries 

Performance Monitoring High Moderate Moderate 

Commissioning High Moderate Low 

Maintenance High High High 

 

Quantitative approaches seem to give the best performance but their use in the field seems 

unlikely due to the complexity and computational costs associated with them. 

The other two types of approaches should be able to provide the required performance for the 

maintenance deployment but will provide very different results in term of commissioning and 

operation optimization. 
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Since the process timeseries method relies on previously logged data, it will not be able to 

detect any fault initially present in the system. This is quite a big limitation since much 

anecdotal evidence seems to show that errors are often introduced into the system during the 

installation of the units. 

A qualitative model, on the other hand, does not rely on a baseline operating condition to 

evaluate the behavior of the system and could therefore diagnose errors at any time of the 

lifecycle of the unit. 

The performance monitoring aspect, however, being linked to numerical values of efficiency 

criteria, cannot be included in a qualitative model, whereas a process timeseries-based model 

can definitely detect a variation of performances due to an operation optimization. 

If neither commissioning nor operation behavior evaluation want to be left aside, some hybrid 

approach combining both methods could be envisioned.  

Other Maintenance Benefits 

While not valued in the cost-benefit analysis done for Title 24, most FDD tools also provide 

maintenance benefits to the customer, service contractor, or both.  This is key to the 

marketability of FDD. The value of some of the maintenance benefits are: 

High Maintenance Benefits 

 Allowing contractors to send the right technicians with the right tools. By diagnosing 

problems remotely, the contractor can plan for a service call more accurately. This saves 

time and travel costs by avoiding second trips.   

 Increasing uptime for customers, many of whom would suffer great financial losses if 

the RTU were to go down. A service that can avoid system failures would provide a 

great benefit to a customer and a great differentiator for a contractor, who could charge 

a premium rate for this advanced service. 

 Ensuring that maintenance or service is done correctly, to avoid callbacks. Unbillable 

callbacks are a real drain on contractors’ bottom lines. An example of this is systems that 

can ensure that charge has been adjusted correctly. 

Moderate Maintenance Benefits 

 Reducing the frequency of required maintenance by annunciating when maintenance is 

required. While this would seem to be a benefit to service contractors, those interviewed 

for this study indicated that they would not be likely to rely on this and would provide 

service calls on the usual schedule. They might reduce unscheduled maintenance, 

however.   

 Allowing maintenance to be provided remotely. By assessing the condition of a system 

remotely, a service technician might be able to provide service to the customer over the 

phone, or even to make changes in controls remotely. This reduces unscheduled 

maintenance calls. 



 

14 

Low Maintenance Benefits 

 Reducing the time required for a service call. A diagnostic tool that helped a service 

technician to do his or her job on the roof will have a benefit in reducing the time for a 

particular job. This is not as great a benefit as avoiding a service call, but if it allows for 

more jobs per day, it is a benefit. 
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DEFINITION OF FDD APPROACHES 

With a good understanding of the criteria for selecting appropriate FDD tools, this report turns 

its focus to potential FDD solutions adapted to rooftop packaged air conditioning systems and 

heat pumps from 5 to 50 tons. All of the listed solutions may not be available on the market; the 

goal is to give the broadest possible view of the different approaches. 

The objective of an FDD system is to detect faults early, diagnose their causes, and enable 

correction of the faults before additional damage to the system or loss of service occurs. This is 

accomplished by continuously monitoring the operating conditions and comparing them to a 

model of expected performance. When actual measured operation does not match expectations 

determined with use of a model, a fault is detected. Ultimately, the objective is to ensure that 

the building owner or operator will respond in an appropriate manner, remedying the problem.  

This report defines a method of classifying different approaches to FDD, and evaluates their 

potential for use in the market or in Title 24 Building Standards.   

Classification of FDD Tools 

There are two ways of characterizing FDD tools: one is based on the set of measured data points 

the tool uses to perform its analysis, and the other is to look at what sort of model is used to 

determine expected performance. Each of these factors has a strong influence on the final 

capabilities of the system. 

Classification Based on Input Data 

The input data acquired naturally falls into three distinct groups: airside data, refrigerant cycle 

data, and power data. 

Airside 

 Outdoor-air dry-bulb temperature 

 Return-air dry-bulb temperature 

 Mixed-air dry-bulb temperature 

 Outdoor air damper-position signal 

 Supply-fan status 

 Heating/cooling mode 

 Outdoor air relative humidity (for enthalpy-based economizers) 

 Return air relative humidity (for differential enthalpy controls) 

Refrigeration Cycle 

 Suction pressure  

 Liquid pressure 
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 Discharge pressure  

 Suction temperature  

 Liquid temperature  

 Ambient temperature  

 Return air temperature   

 Supply air temperature   

Some methods substitute the pressure monitoring with additional temperature sensors (Breuker 

and Braun 1998b). 

Power Monitoring 

 Fan, compressor, or RTU kW 

 kWh 

 Power factor 

 Real and reactive power 

 Power quality 

Classification Based on FDD Model 

The different approaches can also be characterized by the models used to determine expected 

performance. For example, for a first principle-based or engineering model, physical laws are 

used to predict the behavior of the system. On the other end of the spectrum, black box models 

rely only on data from the process itself, and the resulting model may not have any physical 

significance. Table 4 (see following page) illustrates some of the pros and cons of the different 

methods. 

Quantitative Models 

Quantitative models are directly based on the physics of the process under consideration. 

According to the degree of complexity, they can either be steady state, linear dynamic, or non-

linear dynamic. In this case, for a given set of measured inputs (temperature, pressure, etc.), it is 

possible to calculate the expected behavior and compare it to the measured performances of the 

system (analytical redundancy). The differences (residuals) can then be evaluated to detect any 

fault within the system.  

Qualitative Models 

Qualitative models can be based on a set of rules (inferred from the physics or expert 

knowledge) or on qualitative physics instead of relying on quantitative mathematical 

relationships. Since measurement techniques usually provide quantitative inputs (temperature, 

etc.), some pre-processing is often required to convert this information into qualitative inputs. 

One of the methods that can be used, for example, is fuzzy logic and other kinds of classifiers. 
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In the case of a rule-based modeling technique, a set of if-then-else rules are derived from a 

priori knowledge. 

In expert systems, the rules are derived from insight, knowledge, or guidance from people with 

expertise in the field. Another method is to derive the rules from a first principle approach, 

implemented in a tree structure within the software. Data gathered during the system operation 

allows navigating the decision tree and reaching a conclusion about the unit’s behavior.  

This approach is entirely data driven: a known set of input and output data is fed to the system, 

which then tries to find a mathematical relation between the data. This is called parameter 

extraction. Two different approaches coexist; if these parameters have no physical meaning, the 

approach is qualified as “black box.” If the choice of parameters is based on a first principle 

approach and their value is obtained through linear regression from the set of data, we speak 

about a “grey box” approach instead.  

Various methods exist for both approaches. The main difference between the two lies in their 

abilities to make predictions outside of the training data range. 

FDD Approach Matrix 

This report has defined two ways of categorizing FDD systems: 1. by the type of data required 

and 2. by the type of model used. When this information is combined, an FDD Approach Matrix 

can be defined in which almost any possible FDD approach can be located, as shown in Figure 

1.  

Table 4: Strengths and Weaknesses of FDD Models 

Type of Model Strengths Weaknesses Suitability for FDD 

Quantitative Models  Based on sound 
physics  

 Most accurate 
estimators of 
outputs, if well-
formulated 

 Detailed models can 
also simulate faulty 
operation for easier 
detection 

 Allow the modeling 
of transients 

 Complex and 
computationally 
intensive  

 Significant 
development effort 

 Many required 
inputs; some not 
readily available 

 Sensitivity to poor 
user inputs 

 Detailed models 
unlikely to be a 
solution of choice 

 Simplified models 
may be used 

Qualitative Models  Well-suited for data-
rich environments 

 Simple to develop 
and apply 

 Specific to a system 
or process 

 Difficult to find a 
complete, applicable 
set of rules, mostly 

 May prove a good 
choice if quantitiative 
approaches too 
demanding 

 Good for one-time 
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Type of Model Strengths Weaknesses Suitability for FDD 

 Transparent 
reasoning; works 
under uncertainities 

 Ability to provide 
explanations for 
diagnostics because 
relies on cause-effect 
relationships 

 Some methods do 
not require special 
knowledge of the 
system and accurate 
data 

for complex systems 

 Simplicity can be lost 
as new rules are 
introduced 

 Depends on the 
expertise of the 
developer 

assessments 

Process Timeseries-
Based Models 

 Well-suited if 
theoretical models 
are unavailable 
/inaccurate 

 Well-suited if training 
data is abundant/ 
cheap 

 No previous 
understanding of the 
system physics 
required for black 
box models 

 Usually low 
computational 
requirements 

 Theoretical 
foundations widely 
documented 

 Gray box models 
require a good 
process knowledge 
and statistic 
expertise 

 Low performances 
outside of the 
training data range 

 Large amount of 
data for all expected 
operation models 
required 

 Models are specific 
to a system 

 Takes time to collect 
a training dataset 

 Requires a training 
set representing 
correct operation 

 Suitable where no 
other methods exists 

 Lower cost than 
some methods 

 Good for long-term 
assessments 
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Figure 1: FDD Approach Matrix, Used to Classify FDD Approaches 

 

 
 

Each cell in this matrix will be studied in detail. Most cells do not represent available tools, but 

one can still envision what the characteristics of tools would be in these cells. The sections that 

follow describe these “hypothetical” approaches in detail. Where there are actual tools available, 

they will be cited as examples and described. By evaluating hypothetical approaches, we can 

identify which would have the potential for appropriate tools and for Title 24. This will simplify 

the search for appropriate tools by allowing us to focus on a smaller set of tools. 

 

 



 

20 

DESCRIPTION OF AVAILABLE AND DEVELOPING 
TOOLS 

There are very few tools currently on the market. A handful of tools have been piloted but have 

not yet been introduced to the market as viable products, and yet others are under 

development. While this report discusses the approaches that can be taken to FDD in a generic 

“hypothetical” way, it is useful to describe the tools that are commercially available, available in 

pilot status only, or in the pipeline. Tables 5 through 7 describe the types of FDDs, the faults 

detected by each, and the required input data, respectively. Information is shown for “Basic” 

diagnostics (that implemented in the standard version of each tool) and “Extended” diagnostics 

(that implemented in potential extended versions). Each of these tools is further described later 

in the report. 

Table 5: Available Tools 

Tool Name Data Model Status Developer 

FDSI Insight V.1 Refrigerant Quantitative Available Field Diagnostics, Inc. 

Sentinel/Insight Refrigerant Quantitative Beta Field Diagnostics, Inc. 

ClimaCheck Refrigerant Quantitative Available ClimaCheck Inc. 

SMDS Air Qualitative Pilot Pacific Northwest National 
Laboratory 

Sensus MI Air Qualitative Available University of Nebraska 

NILM Power Qualitative Pilot Massachusetts Institute of 
Technology 

Low Cost NILM Power Timeseries Pilot Massachusetts Institute of 
Technology 

Virtjoule Power Timeseries Developing Virtjoule Inc. 

Low Cost SMDS Air-Power Timeseries Developing Pacific Northwest National 
Laboratory 
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Table 6: Faults Detected by Available Tools 
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Table 6: Faults Detected by Available Tools 
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DESCRIPTION OF POTENTIAL FDD APPROACHES 

For each cell in Figure 1, this report describes the following aspects of the hypothetical, 

available, and developing tools: 

 Required information: What information set does the system need to access? Some of 

this information is readily available from standard/higher-end RTU control boards, 

whereas other information is obtained via additional sensors. 

 Example of detected faults: This list of faults is based on publications detailing the 

operation of this FDD solution (if available) or on engineering knowledge. This is by no 

means exhaustive but serves as an illustration of the potentialities of the system. 

 Hardware requirements: Based on the required information and the type of processing 

envisioned, it is possible to list the necessary components and an approximate price, if 

available. 

Refrigerant Quantitative Model Approach 

This approach works by comparing performance indices calculated by an internal model on one 

side, and obtained by processing input values on the other side. By observing the residuals, it is 

possible to detect faults in the system. 

Required Information 

 Suction pressure*  

 Liquid pressure*  

 Discharge pressure*  

 Suction temperature  

 Liquid temperature   

 Ambient temperature  

 Return air temperature   

 Supply air temperature  

*can be substituted with additional temperature sensors 

Based on that information, the system can evaluate performance indices such as: 

 Evaporation temperature  

 Superheat 

 Condenser temperature 

 Sub cooling  
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 Evaporator Delta T  

 Condenser over ambient  

Example of Detected Faults 

 Faulty refrigerant charge 

 Compressor valve leakage 

 Liquid line restriction 

 Condenser fouling 

 Inadequate airflow 

Hardware Requirements and Pricing Elements 

 Temperature/pressure sensors 

 Data processing module in order to run the physical model 

 Communication module (required for any FDD) 

Example Available Tool: Sentinel and Insight 

The Sentinel provided by Field Diagnostic Systems is an example of a refrigerant-side tool that 

uses quantitative methods to diagnose system condition. Due to the high cost of the Sentinel, 

with its requirement for a number of sensors to be installed, FDSI has developed the Insight 

analysis tool, which makes use of onboard sensors and data acquisition systems to provide the 

same diagnostics.   

Example Available Tool: ClimaCheck 

Description  

This system, developed in Sweden, allows the continuous monitoring of refrigerant systems.  

Available either in portable or fixed installation format, the system is composed of the following 

elements: 

 Data acquisition system (PA Pro) 

 Power meter 

 Temperature sensors 

 Pressure sensors  

 ClimaCheck software 

 Optional local area network (LAN) connection or General Packet Radio Service (GPRS) 

modem  

The system is based on an internal thermo-physical model and can therefore be used on any 

kind of refrigerant system. It allows the user to assess system performance based on 

temperature, pressure, and power measurements.  
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Because of its cost, this tool is applied most frequently as a service productivity tool, rather than 

an ongoing degradation detector. It is typically used in a service offering in which an 

experienced technician uses the tool to efficiently assess the condition of one or more RTUs at a 

facility.   

An evaluation of possible savings, documented in “Energy Optimisation Potential through 

Improved Onsite Analysing Methods in Refrigeration” (Arul Mike Prakash 2006), found that 

out of 49 analyzed air conditioning systems, 44 had faults. The most frequent faults detected 

were related to charge (70 percent of units), expansion valves (30 percent) and secondary flow 

(11 percent). No values on efficiency are documented, but an average variation in COP of -11.5 

percent was documented. 

Cost 

A complete unit costs approximately $5,000-$6,000. 

Refrigerant Qualitiative Model Approach 

This approach is very similar to the previously described “refrigerant quantitative”approach, as 

in both cases a set of performance indices is calculated. In this case, however, the value of these 

indices is compared to tabulated target values, and the difference observed for each of these 

indices is used in a rule-based approach in order to identify the fault. 

Required Information 

 Suction pressure*  

 Liquid pressure*  

 Discharge pressure*  

 Suction temperature  

 Liquid temperature 

 Ambient temperature 

 Return air temperature   

 Supply air temperature  

*can be substituted with additional temperature sensors 

Based on that information, the system can evaluate performance indices such as: 

 Evaporation temperature 

 Superheat 

 Condenser temperature 

 Sub cooling  

 Evaporator Delta T  
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 Condenser over ambient  

Example of Detected Faults 

 Faulty refrigerant charge 

 Compressor valve leakage 

 Liquid line restriction 

 Condenser fouling 

 Inadequate airflow 

Hardware Requirements and Pricing Elements 

 Temperature/pressure sensors 

 Data processing module  

 Communication module (required for any FDD) 

Refrigerant Timeseries Approach 

In this case, no target for the performance indices is defined. The target values are obtained 

from the acquisition taking place during the first phase of operation.  

Required Information 

 Suction pressure* 

 Liquid pressure  

 Discharge pressure 

 Suction temperature 

 Liquid temperature 

 Ambient temperature  

 Return air temperature   

 Supply air temperature 

*can be substituted with additional temperature sensors 

Example of Detected Faults 

 Capacity to detect the following faults: 

 Refrigerant leakage 

 Compressor valve leakage 

 Liquid line (LL) restriction 

 Condenser fouling 
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 Inadequate airflow 

Hardware Requirements and Pricing Elements 

 Necessary addition of pressure sensors and/or additional temperature sensors => 

material and installation costs 

 Data logger+ Simple signal processing (hardware for timeseries-based approach) 

 Communication module (required for any FDD) 

 

Air Quantitative Model Approach 

By simulating the behavior of the unit for the measured input conditions and comparing the 

calculated and measured supply air temperature, it is possible to detect faults within the 

system. 

Required Information 

 Outdoor air temperature (OAT) 

 Return air temperature (RAT) 

 Mixed air temperature (MAT) 

 Supply air temperature (SAT) 

 Fan status 

 Cooling/heating mode operation 

 Outdoor air damper position 

Example of Detected Faults 

 Supply air temperature too high: inadequate airflow 

 Supply air temperature too low: incorrect refrigerant charge/compressor leakage 

Hardware Requirements and Pricing Elements 

 Temperature sensors 

 Data processing module in order to run the physical model 

 Communication module (required for any FDD) 

Air Qualitative Model Approach 

This approach would get rid of the physical model of the quantitative approach, and rely on the 

variation of parameters and predefined acceptable ranges for each parameter to detect a faulty 

operation. This would be much simpler but would only be practicable during steady state 

operation. 
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Required Information 

 Outdoor air temperature 

 Return air temperature 

 Mixed air temperature 

 Supply air temperature 

 Fan status 

 Cooling/heating mode operation 

 Outdoor air damper position 

Example of Detected Faults 

 Incorrect economizer setpoint 

 Supply air temperature too high: inadequate airflow 

 Supply air temperature too low: incorrect refrigerant charge/compressor leakage. 

Hardware Requirements and Pricing Elements 

 Temperature sensor 

 Data processing module  

 Communication module (required for any FDD) 

Example Available Tool: Smart Monitoring and Diagnostics Systems 

Description 

Battelle Pacific Northwest Division in collaboration with NorthWrite Inc. has developed a tool 

for continuously monitoring the condition and performance of packaged air conditioners and 

heat pumps.  

The Smart Monitoring and Diagnostic System (SMDS) is mounted in a small box installed on 

the side of each packaged air conditioner or heat pump and provides continuous remote 

monitoring and diagnostics for the unit. It requires the following components: 

 Temperature sensor 

 Data processing module  

 Communication module (required for any FDD) 

The SMDS works by constantly collecting data from sensors installed on the equipment to 

measure its performance and detect and to diagnose problems with its operation. The unit then 

sends the results wirelessly, directly from each packaged unit to a network operations center, 

where the data are stored securely and information on the condition of each packaged unit is 

made available on the internet. The SMDS can be installed on new or existing packaged air 

conditioners and heat pumps.  
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This approach gets rid of the physical model of the quantitative approach, and relies on the 

variation of parameters and predefined acceptable ranges for each parameter to detect a faulty 

operation. This would be much simpler but is only possible during steady state operation.  

Cost 

Approximately $2,000/unit + $200 to $1,000 for installation. 

Other 

The diagnostics provided in some high-end RTUs are an example of qualitative models that 

make use of airside data. For example, the Carrier controller can provide an alarm if a filter is 

clogged and if an economizer is malfunctioning, based upon various sensor readings, and a 

qualitative model of variables such as high static pressures and no damper movement mean. 

The tables that follow provide the alarm codes that may be useful for energy management for 

four high-end RTUs: 

Table 8: Lennox Alarm Codes 

Alarm Problem Action 

6 S27 (Dirty Filter Switch) This 
indicates a dirty filter. 

None. 

59 Gas valve 1 not energized 3 (default) 
times (2 minutes after a demand). 
Check gas supply, ignition control 
and wiring. ECTO 3.09. (GV1) 

Only action taken is storing code in 
memory. 

75 Outdoor Temperature (RT17) Sensor 
Problem. Check wiring and sensor. 

The control defaults to a high outdoor 
temperature operation. 

91 Outdoor enthalpy sensor (A7) open. 
Check sensor and wiring. 

No economizer free cooling operation if 
economizer mode is set to ODE or DIF. 

92 Indoor enthalpy sensor (A62) open. 
Check sensor and wiring. 

No economizer free cooling operation if 
economizer mode is set to DIF. 

93 The control has changed the system 
mode because of an error with the 
controlling sensor or because of a 
loss of communication. 

IMC has switched over to the backup 
mode option set with ECTO 6.01. 

99 Outdoor Air Control Sensor (A24) 
open. Cleared by IMC reset. 

No OAC operation. Damper closed to 
minimum position. 
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Table 9: York Alarm Codes 

[Table text should be checked for clarity:] 

Alarm Problem 

Alarm 13 Indicates the Space Temperature Sensor has failed open or 
shorted. 

Alarm 14 Indicates the Supply Air Temperature Sensor has failed open 
or shorted. 

Alarm 15 Indicates the Return Air Temperature Sensor has failed open 
or shorted. 

Alarm 16 Indicates the Outside Air Temperature Sensor has failed open 
or shorted. 

Alarm 17 Indicates the Dirty Filter Switch has tripped. 

Alarm 1A Indicates a microelectronics failure and the control is 
operating on defaults. 

Alarm 1D Indicates the Outside Humidity Sensor is out of range. 

Alarm 1E Indicates the Return Air Humidity Sensor is out of range. 

Alarm 1F Indicates the IAQ Sensor is out of range. 

Alarm 25 Indicates the unit is locked out due to either 1) high duct 
static pressure, or 2) a faulty duct static pressure sensor with 
an output that is too high. 

Alarm 26 Indicates the control has detected a Supply Air Temperature 
fault for Cooling. 

Alarm 27 Indicates the control has detected a Supply Air Temperature 
fault for Heating. 

Alarm 28 Indicates the control has detected a Minimum Economizer 
Position fault condition. 

Alarm 29 Indicates the control has detected a Space Temperature 
Alarm condition. 

Alarm 2A Indicates a fault with the Duct Static Pressure sensor reading 
a low pressure when there should be pressure present. 

Alarm 2B Indicates the Hot Water Freeze Stat has opened, indicating a 
fault that could cause the coil to freeze. 
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Table 10: Carrier Alarm Codes 

Alarm Description Probable Cause 

T110 Circuit A Loss of Charge Low refrigerant or faulty suction pressure 
transducer 

T126 Circuit A High Refrigerant 
Pressure 

An overcharged system, high outdoor 
ambient temperature coupled with dirty 
outdoor coil, plugged filter drier, or a faulty 
high-pressure switch 

T133 Circuit A Low Refrigerant 
Pressure 

Low refrigerant charge, dirty filters, 
evaporator fan turning backwards, loose or 
broken fan belt, plugged filter drier, faulty 
transducer, excessively cold return air, or 
stuck open economizer when the ambient 
temperature is low. 

T408 Dirty Filter Dirty Filter 

T414 Economizer Damper 
Actuator Out of Calibration 

Calibrate economizer (E.CAL). If problem 
still exists then determine what is limiting 
economizer rotation. 

Economizer Damper 
Actuator Torque Above 
Load Limit Alert 

Actuator load too high. Check damper 
load. 

Economizer Damper 
Actuator Hunting 
Excessively 

Damper position changing too quickly. 

Economizer Damper Stuck 
or Jammed 

No economizer motion. Check damper 
blades, gears,and actuator. 

Economizer Damper 
Actuator Mechanical Failure 

Check actuator and replace if necessary. 

Economizer Damper 
Actuator Direction Switch 
Wrong 

Actuator direction control switch (CCW, 
CW) wrong. 
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Table 11: Trane Intellipak Alarm Codes 

Alarm 

Blocked Air Return 

Energy Recovery Wheel Proof Failure 

Improper Airflow for Dehumid 

Low Pressure Control Open - Ckt 1 

Low Pressure Control Open - Ckt 2 

Low Refrigerant Charge - Ckt 1 

Low Refrigerant Charge - Ckt 2 

Cond Sump Min Level or Drain Failure 

CO2 Sensor Failure 

Min OA Flow SETPOINT Failure 

Min Position SETPOINT Failure 

OA Temp Sensor Failure 

Return Air Temp Sensor Failure 

Supply Air Temp Sensor Failure 
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Table 12: Trane Intellipak Alarm Codes Explained 
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Air Timeseries–Based Model Approach 

In this case, there is no need for a physical model, and no maps, thresholds, or set of rules have 

to be defined: the system logs the system state for different input conditions and defines 

patterns. If at some point during the system life the behavior of the system does not match these 

patterns, the system is considered faulty. 

 Outdoor air temperature 

 Return air temperature 

 Mixed air temperature 

 Fan status 

 Cooling/heating mode operation 

 Outdoor air damper position 

Example of Detected Faults 

 Economizer errors or thermostat setpoint errors can be detected by comparing the mode 

of operation (cooling/heating, fan on/off, damper position) for similar OAT/RAT/MAT 

and schedule. 

 Capacity degradation can be seen from a variation in compressor cycling for similar 

OAT/RAT temperatures. 

 Fouled filter or other airway obstructions can be detected by an increased mixed air 

temperature for a given mode of operation and return/outdoor air temperatures. 

Hardware Requirements and Pricing Elements 

 Factory sensors/information => no additional sensor required 

 Data logger+ Simple signal processing (hardware for process timeseries-based approach) 

 Communication module (required for any FDD) 

Example Available Tools: Sensus ML 

Description 

This product is entirely software-based and leverages on the information already available 

through the Building Automation System (BAS) system. 

Cost 

The cost is very low due to low capital and installation costs: return on investment (ROI) < 1 

year.  

This approach necessitates running a complete model taking into account the fluid dynamics, 

mechanical, and electromechanical aspects of the system in order to calculate the instantaneous 

power and required power requested by the unit. The level of complexity involved renders this 

approach impracticable. 
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Power Quantitative Model Approach 

In this case, the requested power profile of the unit is compared with target values stored into 

the controller for the different phases of the system.  

Required Information 

Current and voltage sensors at the RTU feed. In case of a three-phase system, two of each is 

necessary. 

Example of Detected Faults 

Electrical/electromechanical RTU faults: 

Fault Diagnostic Method 

Loss of phase Current and voltage 

Locked rotor Start transient 

Slow-starting motor Start transient 

Unbalanced voltage Voltage 

Short-cycling Event sequence 

Motor disconnect/failure to start Event sequence 

Incorrect control sequence Event sequence 

Contactor (improper contact closure) Phase current interruption transient 

Fan rotor faults that result in imbalance Amplitude spectrum in steady operation 

  

Non-electrical RTU faults: 

Fault Diagnostic Method 

Refrigerant leakage, undercharge, or 
overcharge 

Change of mean 

Loss of volumetric efficiency (leaky valves, 
seals) 

Start transient 

Fouled condenser coil Change of mean 

Dirty supply air filter Change of mean 

Liquid ingestion *1 Anomalous transient 

COP degradation *2  

*1 requires refrigerant flow (or compressor map) and head pressure 
*2 requires airside flow and RH 
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Hardware Requirements and Pricing Elements 

 Single-phase diagnostic can be implemented in a low-cost 150 MHz PC-on-a-chip with a 

two-channel A/D converter, with an incremental RTU manufacturing cost as low as 

$200. 

 Communication module (required for any FDD) 

Air Qualitative Model Approach 
Source: Armstrong et al. 2004 2006 

This approach is based on Non-Intrusive Load Monitoring (NILM), which is the measurement 

of power and reactive power used by the unit. 

In this case, many faults are diagnosed by looking at transients, which implies a relatively high 

sampling frequency of around 120 Hz. 

This method differs from the qualitative power approach since the target values are not entered 

as system parameters but are obtained from the first phase of operation.  

Required Information 

Current and voltage at the RTU feed. In the case of a three-phase system, two of each is 

necessary. 

Example of Detected Faults 

Electrical/electromechanical RTU faults: 

Fault Diagnostic Method 

Loss of phase Current and voltage 

Locked rotor Start transient 

Slow-starting motor Start transient 

Unbalanced voltage Voltage 

Short-cycling Event sequence 

Motor disconnect/failure to start Event sequence 

Incorrect control sequence Event sequence 

Contactor (improper contact closure) Phase current interruption transient 

Fan rotor faults that result in imbalance Amplitude spectrum in steady operation 
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Non-electrical RTU faults: 

Fault Diagnostic Method 

Refrigerant leakage, undercharge, or 
overcharge 

Change of mean 

Loss of volumetric efficiency (leaky valves, 
seals) 

Start transient 

Fouled condenser coil Change of mean 

Dirty supply air filter Change of mean 

Liquid ingestion *1 Anomalous transient 

COP degradation *2  

*1 requires refrigerant flow (or compressor map) and head pressure 
*2 requires airside flow and RH 

 

Hardware Requirements and Pricing Elements 

 Single-phase diagnostic can be implemented in a low-cost 150 MHz PC-on-a-chip with a 

two channel A/D converter, with an incremental RTU manufacturing cost as low as 

$200. 

 Communication module (required for any FDD) 

Example Available Tool: Virtjoule 

Description 

This system would be composed of RTU power sensors, communicating with the Virtjoule 

gateway using ZigBee protocol. This allows the information to be shared with the Virtjoule 

network operation center (NOC). Data is then processed and communicated to the end-user via 

different possible channels (web-service, email, short message service [SMS], etc). 

Approach 

The basis for the analysis is the usage metering and power signature provided by the power 

sensor. This raw information, routed to the NOC, is then combined with additional data such as 

historic data or local weather information in order to detect and classify faults.  

Cost 

Typical ROI < 1.5yr 

Example Available Tool: Non-Intrusive Load Monitoring (NILM) 

The NILM device, developed by the Massachusetts Institute of Technology, is an example of a 

power-monitoring tool that uses timeseries-based methods to diagnose system conditions.  

This approach was first developed to investigate the energy use in whole buildings. It has been 

dubbed non-intrusive because the hardware can be connected to the electric power supply to 

the building, so that end-use meters do not need to be connected to every appliance.  
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The only required sensors are current and voltage sensors on the system. 

In looking at instantaneous real and reactive power, and knowing that each load has its own 

resistance, inductance, and capacitance characteristics, it becomes possible to single out each 

individual load.  

In the case of packaged air conditioning units, the loads are limited to the compressors and fans. 

It is therefore easy to detect which component is running. If this information is combined with 

one or two air temperature measurements, it becomes possible to get an insight into the 

working conditions of the system, and changes in efficiency or major fault occurrences can be 

detected. By combining information about the power uses with outdoor air and return air 

temperatures, changes in energy efficiency and occurrence of major faults can be detected.  

Hybrid Power/Airside Timeseries-Based Model Approach  

This approach focuses on reducing the cost of the device, and therefore focuses on faults that 

can be diagnosed by looking at event sequences. In this case, the system can be very simple 

since there is no need to measure the reactive power, and the sampling frequency can be also 

reduced (target: a few samples/minute).  

This approach is called “hybrid” because it also requires some temperature information from 

the air side methods. 

This approach is very close to the air side timeseries-based model in terms of both required 

information and the way this information is treated. The main difference is that information 

about the state of the fans and compressor is obtained from the power measured at the RTU 

feed.  

Required Information 

 Power-meter  

 OAT/TAT/MAT temperatures  

Example of Detected Faults 

 Efficiency degradation by increases in the total power use given the outdoor air 

temperature 

 Degradation in capacity from: 

- Increase in “on” time per cycle for each specific outdoor air temperature 

- Continuous operation without cycling at a lower outdoor air temperature or lower 

outdoor air enthalpy than previously observed 

 Operation during unoccupied times (or incorrect schedule specification) via power level 

indicating supply fan, condenser fan, and compressor are operating during times when 

the building or specific building zones are not occupied 
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 Excessive cycling indicated by compressor power cycling at a frequency higher than 

acceptable 

 Unit not operational - zero power during conditions (e.g., time of week and outdoor air 

temperature) when the unit has historically operated 

Hardware Requirements and Pricing Elements 

Power meter: the small number of electric components in a typical RTU (two to four) makes the 

identification of the running components straightforward, obviating the need to measure the 

reactive power. The requested temperature sensors are usually already available. The remaining 

hardware includes a transmitter, the cost of which may vary according to the technology used. 

Target price: $100-$400 

Example Available Tool: Lo-Cost SMDS 

The Low-Cost Diagnostic Module proposed by Pacific Northwest National Laboratory is an 

example of a power monitoring tool that uses qualitative methods to diagnose system condition 

from power monitoring and simple airside measurements.  
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EVALUATION OF APPROACHES 

The sections that follow describe how well the different FDD approaches meet the 

criteria just discussed, and Table 13 below provides a summary of this assessment. 

Recall that only a qualitative assessment of most of the criteria can be provided, so a 

scale has been used to describe whether each of the criteria are met fully, partially, or 

not at all. 

Table 13: Summary of Evaluation of Different Fault Detection Approaches 

●=High ◌=Moderate ◌=Low 

 Savings Cost Eff Frequency Fixed Reliable Deployable Maint. 

Refrigerant-side 
Quantitative 

● ◌ ● ● ◌ ● ● 

Refrigerant-side 
Quantitative 

● ◌ ● ● ◌ ● ● 

Refrigerant-side 
Timeseries  

● ◌ ● ● ◌ ◌ ● 

Airside 
Quantitative 

◌ ◌ ● ◌ ◌ ● ● 

Airside 
Qualitative 

● ◌ ● ● ● ● ● 

Airside 
Timeseries 

● ◌ ● ● ● ◌ ● 

Power 
Quantitative 

● ● ● ● ● ● ● 

Power 
Timeseries 

● ◌ ● ● ● ◌ ● 

Hybrid 
Airside/Power 
Timeseries 

● ● ● ● ● ◌ ◌ 
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MAGNITUDE OF ENERGY SAVINGS 

All approaches can offer significant energy savings. The Airside Quantitative approach 

provides somewhat lesser savings, because there are a limited number of situations it can 

diagnose. Most tools can identify refrigerant charge and airflow issues, which may have the 

potential for energy savings. Several approaches can identify economizer problems, and only 

one aprroach (Hybrid Air/Power Timeseries-Based) specializes in issues such as nighttime 

operation. Depending on the cost, it is likely that any of these methods would provide moderate 

or high energy savings, and would be suitable for inclusion in Title 24. The energy savings may 

not be dependable enough to drive marketability, however. 

Cost-Effectiveness 

The Power Qualitative and Hybrid Air/Power Timeseries-Based models would seem to have the 

most potential to be cost-effective. Since they require a very minimal set of data, the cost of 

acquiring data would be quite small. If they require significant hardware for processing, 

however, the costs will rise. Most of the rest of the approaches would provide moderate levels 

of cost-effectiveness but would have to be analyzed carefully to determine whether or not they 

were cost-effective. The refrigerant-based models, because of their requirement for a large 

number of sensors, can be expected to be less cost-effective. If these data can be obtained 

inexpensively (for example, through mass production and installation in the factory, or through 

the reliable use of existing sensors, as is done by FDSI’s Insight and Sensus MI), then these 

methods may have some promise. 

Frequency of Fault 

All of the approaches address faults that have a significant frequency of occurrence. As 

described earlier, most existing RTUs can be expected to have one of the problems that each of 

these approaches can detect.  

Probability Fault Will Get Fixed 

Because most of the methods can detect issues such as incorrect refrigerant charge and the need 

for filter replacement, it is likely that the faults will be remedied once detected. Those faults are 

not necessarily the most important and energy intensive, however. Economizer malfunctions 

and certain airflow restrictions, which are a big source of energy waste, do not cause comfort 

problems and are more costly to address.  

Because refrigerant data can be difficult to obtain accurately, the Refrigerant Cycle approaches 

have only moderate reliability. While Airside data can also be difficult to accurately obtain, 

Qualitative and Timeseries-Based approaches, which do not require the same degree of 

accuracy as Quantitative approaches, might be considered somewhat more robust. Power-based 

approaches have somewhat less difficulty during installation, and are considered reliable. 
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Ease of Deployment  

The deployment path for Timeseries-based methods is more limited than for the other methods. 

Because they require a lengthy period of correct operation for training and cannot be used in a 

commissioning-type service, they can only be deployed in an ongoing performance monitoring 

or maintenance service. 

Other Maintenance Benefits 

From a Title 24 perspective, maintenance benefits are an added bonus. All of the tools that 

identify regular maintenance issues, such as charge and fouling, will provide benefits to the 

team that maintains the building. The hybrid method that identifies issues such as nighttime 

operation would provide less of a maintenance benefit. 
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SUMMARY 

Findings from this research project indicate that the use of fault detection and diagnostics (FDD) 

for rooftop packaged air conditioners (RTUs) has the potential to reduce both energy use and 

costs. 

 

FDD systems are considered to have a useful life of 15 years. Therefore, the project team 

calculated estimates for annual energy savings and the resulting value of savings over 15 years, 

expressed as a present value. Although the savings returned due to FDD systems are realized 

over a 15-year life, costs are fixed and must be paid at the time of installation and maintenance. 

By subtracting the costs from the present value of the cumulative savings, the project team 

calculated the net financial benefit of the measure. The results are promising. The statewide 

savings are significant, with a 15-year life cycle net savings of over $8 million for California 

buildings, with a benefit/cost ratio of 2.0. Thus, it was found that FDD for RTUs is a cost-

effective measure, appropriate for inclusion in Title 24. 

 

By providing a comprehensive classification for available and hypothetical FDD tools, this 

project has been able to identify which approaches seem the most promising; that is, which 

available tools might be suitable for marketization or for inclusion in standards.  

 

Highest Priority Approaches 

This process has identified five approaches that appear to be most likely to be appropriate.  

1. Power Qualitative 

One of the high-scoring approaches is the Power Qualitative approach. The power 

profile of the unit is compared with target values stored into the controller for the 

different phases of the system. This is able to detect a large range of refrigerant and 

airside problems, in addition to electrical and controls faults. This approach has many 

benefits. It can be quite cost-effective, since it requires only one sensor and can detect a 

large number of faults that create energy waste in a large percentage of buildings. It 

would be difficult to install incorrectly, since it only has one sensor, and it can start 

immediately in detecting faults (without the requirement for a training dataset). Such a 

tool would provide a great deal of information to building operators and service 

contractors. NILM, developed by MIT, is an example of this approach. 

2. Hybrid Airside/Power Timeseries-Based 

Another high scoring approach is the Hybrid Airside/Power Timeseries-Based approach, 

which uses a dataset consisting of airside and power data to identify a limited set of 

faults. The faults include overall efficiency degradation, capacity degradation, operation 

during unoccupied times, and excessive cycling. While it cannot identify some of the 

faults that are identified by most of the other approaches, addressing this set of faults 

can be expected to save quite a bit of energy. The simplicity of this approach is 
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appealing, and it should be quite reliable. Because it cannot be used in a commissioning-

like service, it is considered less deployable, and because the faults it detects are “silent” 

faults that do not affect comfort or equipment condition, it may not be considered highly 

marketable. The Low-Cost SMDS proposed by PNNL is an example of this approach. 

3. Power Timeseries-Based 

This approach requires looking at power at relatively high sampling frequency in order 

to detect faults that are expressed during transients, in addition to those found by 

looking at mean values. It requires only one datapoint, but high frequencies require a 

different processing platform, increasing the cost. It should be able to detect a long list of 

faults and save quite a bit of energy. Because of its simplicity, it will be quite reliable, and 

it will provide a great deal of maintenance information to service providers. The fact that 

it cannot be used in a commissioning-like service makes it somewhat less deployable. 

The Low-Cost NILM developed at MIT and the Power Analyzer being developed by 

Virtjoule are examples of this approach. 

4. Airside Qualitative 

The variation in Airside parameters is compared with predefined acceptable ranges to 

detect faulty operation. This can detect important and common issues such as 

economizer faults, refrigerant charge errors, and coil fouling. It is reliable, due to the fact 

that the data inputs have less stringent accuracy requirements. The only downside to 

this method is its cost-effectiveness. Care will have to be taken to ensure that tools in this 

category are cost-effective. The SMDS developed by PNNL is an example of this 

approach. 

5. Airside Timeseries-Based 

This system logs the system state for different input conditions and defines routine 

patterns. When a fault occurs, such as economizer errors, charge errors, or coil fouling, it 

can be detected as a deviation from the pattern. These models have the benefit of 

simplicity, and the ability to detect important and frequent faults. They too have only 

moderate cost-effectiveness, and care will have to be taken to ensure that tools are cost-

effective. Because they require a long period of proper operation to train the system, 

their deployment model is less obvious. Sensus MI is an example of this approach. 

While this report has characterized and evaluated generic and “hypothetical” approaches to 

FDD, it is certainly possible that individual approaches can overcome some of the hurdles faced 

by their category of approach. For example, if the cost and complexity of refrigerant-side 

measurements could be reduced, they could be very good candidates for code inclusion. FDSI’s 

Insight is an example of an approach that may have promise if it can use existing sensors. 

Title 24 Outcome  

The research from this report was used for Phase IV of the Public Interest Energy Research 

(PIER) project Fault Detection and Diagnostics - Moving the Market and Informing Standards in 

California.   A code proposal was submitted in conjunction with the Codes and Standards 

Enhancement (CASE) project and the project team participated in the Energy Commission's 
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process for supporting the proposal. This work led to a mandatory measure approved for the 

2013 revision of the Title 24 commercial building energy standards.   

The measure will require that all air-cooled package, split system, and VRF units with 

economizers, at sizes 4.5 tons and above, have a minimum set of fault detection alarms aimed 

primarily at the economizer.  As important, is the requirement that the fault notification must be 

communicated off the roof. The fault reporting mechanism and destination are not prescribed.  

If adopted, this first FDD code requirement may have an impact on the national RTU market 

when the revised Title 24 standard comes into force in January 2014.  

 The faults to be reported include:  

• Sensor failure or fault 

• Not economizing when it should 

• Economizing when it should not 

• Damper not modulating 

• Excessive air flow 

The limits to applying the new standard across the fleet of RTUs comes from the control design 

of the unit.  Approximately 70% of existing RTUs are electromechanically-controlled, with the 

balance microprocessor-controlled.  The above listed faults can be detected in both types of 

units.  Additional alarms such as refrigeration cycle problems including high or charge and low 

or high pressure, can only be enabled in microprocessor-controlled units and thus were not 

accepted in the final T24 language. 

This Title 24 FDD measure has also been proposed to the NW Energy Codes Group for its 

consideration.  NEEA staff is part of the group and should be in strong support of the proposal. 

If the NW states adopt this requirement, it will provide impetus for additional states to adopt 

since it will be clear that there will be equipment coming to market to meet the required 

standard.  The Title 24 FDD measure is also being proposed in the 2015 revision of the IECC and 

the IgCC. 

 



 

46 

BIBLIOGRAPHY 

Armstrong, P.R., C.R. Laughman, S.B. Leeb, L.K. Norford. 2006. “Detection of Rooftop Cooling 

Unit Faults Based on Electrical Measurements” HVAC&R Research, Vol. 12, No 1, January. 

Breuker, M.S., and J.E. Braun. 1998 “Common Faults and Their Impacts for Rooftop Air 

Conditioners.” HVAC&R Research, Vol. 4, No. 3, July. 

Cowan, A. 2004. “Review of Recent Commercial Rooftop Unit Field Studies in the Pacific 

Northwest and California.” New Buildings Institute, report to the Northwest and Conservation 

Council and Regional Technical Forum. White Salmon, WA. 

Prakash, Arul Mike 2006 “Energy Optimisation Potential through Improved Onsite Analysing 

Methods in Refrigeration.” Master of Science Thesis, Department of Energy Technology, Royal 

Institute of Technology, Stockholm, Sweden. 

Rossi, T. 2004. “Unitary Air Conditioner Field Performance.” International Refrigeration and Air 

Conditioning Conference, Purdue University, West Lafayette Indiana, July 12-15.  

 

 

 

 



 

 

Appendices 

A. FDD Stakeholder Interviews  

B. FDD Energy and Demand Savings  

C. Title 24 FDD Standard for Rooftop Units 

 



 

 

APPENDIX A: FDD STAKEHOLDER INTERVIEWS 



 

 

 

P u b l i c  I n t e r e s t  E n e r g y  Re s e a r c h  ( P I E R)  P r o g r a m  
P R OJ E C T  R E P O R T  

Fault Detection and Diagnostics: 
Moving the Market and Informing 

Standards in Cal ifornia 
A1: Interviews with Key Stakeholders 

  

 
 

Prepared for: California Energy Commission 
Prepared by: Western Cooling Efficiency Center 

MARCH,  2011 
CEC-500-08-049 



 

 

ACKNOWLEDGEMENTS 

The support of the California Energy Commission/Public Interest Energy Research program staff, 
as well as the staff of New Buildings Institute is gratefully acknowledged.  In addition, Matthew 
Tyler of PECI has provided a great deal of insight and help to this work. 



 

 

PREFACE 

The California Energy Commission Public Interest Energy Research (PIER) Program supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 
The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California. 
The PIER Program strives to conduct the most promising public interest energy research by 
partnering with RD&D entities, including individuals, businesses, utilities, and public or private 
research institutions. 
PIER funding efforts are focused on the following RD&D program areas: 

 Buildings End-Use Energy Efficiency 

 Energy Innovations Small Grants 

 Energy-Related Environmental Research 

 Energy Systems Integration 

 Environmentally Preferred Advanced Generation 

 Industrial/Agricultural/Water End-Use Energy Efficiency 

 Renewable Energy Technologies 

 Transportation 

 
Fault Detection and Diagnostics:  Moving the Market and Informing Standards in California, by 
the Western Cooling Efficiency Center, is an interim deliverable for the Fault Detection and 
Diagnostics:  Moving the Market and Informing Standards in California Program, conducted by 
New Buildings Institute (contract number 500-08-049). The information from this project 
contributes to PIER’s Buildings End-Use Energy Efficiency Program. 
 
For more information about the PIER Program, please visit the Energy Commission’s website at 
www.energy.ca.gov/research/ or contact the Energy Commission at 916-654-4878. 
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ABSTRACT 

A crucial part of the prioritization of FDD tools is collecting intelligence from key stakeholders.  
In this report, Stakeholder Interviews, we describe the process of developing an interview guide 
and carrying out a small set of interviews.  We summarize the interviews that were held, as well 
as provide the detailed responses to our list of questions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords: FDD, FDD Stakeholders, rooftop unit, air conditioning, fault detection, diagnostics, 
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Introduction 
 

Objectives 

The objectives of the overall Fault Detection and Diagnostics, Moving The Market and Informing 
Standards In California Deliverables project are: 

 To identify appropriate technology for identifying and diagnosing faults in commercial 
building Rooftop HVAC Units (RTUs). 

 To develop a proposal for a standard that would require this Fault Detection and 
Diagnostics (FDD) for Title 24. 

 To get industry feedback on this proposal. 

 To revise the proposal, and submit it to the Title 24 process. 

 

Approach 

Phase I 

 Obtain input from industry stakeholders on desired capabilities of FDD tools and service 
models for making best use of FDD tools. 

Phase II 

 Identify the faults that occur in RTUs and their impact and frequency, to estimate the 
degree of savings made possible by FDD tools. 

 Prioritize those faults to determine which are most likely to be cost effectively diagnosed 
and addressed. 

 Identify diagnostic approaches that can be used to detect these faults. 

 Define a set of criteria for the attributes an approach must have to be likely to be 
successful in the market place or to be successfully implemented in California’s Title 24 
energy code. 

 Evaluate the potential approaches according to these criteria and identify potentially 
successful approaches, and describe the currently available tools that utilize these, and 
the Energy and Demand Savings potentially. 

Phase III 

 Create a “Minimum FDD Capability Requirements” document that summarizes and 
describes the requirements for a tool that could be incorporated in Title 24, including a 
description of the required functionality, and an outline of the acceptance tests that 
would be required to document installed functionality. 

 Hold an Industry Roundtable to obtain industry feedback on this draft. 
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Phase IV 

 Develop and submit a code proposal, and follow the CEC process to support the 
proposal. 

In the second Phase of this project, “Fault Detection And Diagnostics, Moving The Market And 
Informing Standards In California Deliverables: B:  FDD Prioritization,” we will identify and 
prioritize the faults that can be detected by a set of currently (or shortly) available diagnostic 
tools, and will evaluate the available tools.   
One crucial part of this prioritization is collecting intelligence from key stakeholders.  In this 
report, we describe the process of developing an interview guide and carrying out a small set of 
interviews.  We summarize the interviews that were held, as well as provide the detailed 
responses to our list of questions. 
In the third Phase, we will develop a draft specification for new requirements for FDD in Rooftop 
Units.  We will also hold an industry roundtable to present the draft to a set of industry actors, 
and obtain their feedback.   The following phase will consist of drafting a proposal for a standard 
and following the CEC Title 24 review process. 

 

Background 

Remote and automated Fault Detection and Diagnostic (FDD) tools have the potential to save 
considerable energy in California fleet of existing commercial rooftop air conditioning units 
(RTUs).  The market for these systems has not yet materialized, however.  Tools have been 
available for larger systems for some time, although even these have not enjoyed a significant 
market share.  In RTUs, there are fewer tools available, and little to no market share. 
Since RTUs cool over 70% of the commercial square footage in California, they are a significant 
source of energy consumption and peak demand.  Under the best of circumstances, RTUs are 
not as efficient as larger built up systems.  However, in reality, they are even less efficient.  Many 
market failures have led to a lack of quality in installation and maintenance of these units, and 
their performance is suffering.  Most RTUs have some sort of fault that is increasing their energy 
use.  If these faults could be found and addressed, then a significant energy savings could be 
realized.   

 
Interview Guide 
The WCEC and NBI team developed an interview guide, intended to gauge the acceptability of 
FDD tools for RTUs.  The guide is provided in Attachment 1.  The guide consists of three separate 
sections.   

 Section 1:  What is your Service Business like?  This is intended to find out about typical 
service models, and the business environment into which FDD will have to fit.  No 
mention is made in this section of FDD. 

 Section 2:  Here’s FDD…  This is intended to give the interview participants a common 
grounding in what is meant by FDD tools. 



 

A-3 

 Section 3:  How Do or Would You Use FDD?  This section is intended to establish whether 
or not the participant has used any FDD tools, and why or why not.  It is also intended to 
identify the necessary characteristics that would make FDD usable by them.  

 
Summary of Interviews 
Two interviews were held on December 18 and December 21, 2009 respectively.  Each of these 
interviews included two participants.  Attachments 2 and 3 present the raw responses from the 
interview participants. 
Some of the major themes that emerged from these interviews include: 
 

What is your service business like? 

 How important is the service contract? 

o Best business is through repeated relationship.  

o Maintenance contracts offer recurring revenue, business year round.  

o Referrals common.   

o Some firms offer a full coverage guarantee – ~3 times the price of maintenance  

o Retention rate is important.   

o It’s hard to sell a maintenance contract. 

o Some firms offer a 2 year warranty on installation is customer signs a service 

contract. 

o Best arguments to get people enroll into a maintenance contract:  routine vs 

crisis. Most agree, but still need to be economically persuasive. “we’re taking 

care of it for you” 

o more of a collaborative work: ask you while planning yearly budgets, etc… 

 What are the most common problems? 

o Belt problems, bearings, contactors, capacitors, fan motor, compressor, missing 
filters, filter change, low air, freezups, heat exchanger failure, expansion valve 
takes out compressor, refrigerant leaks, operating pressures.   

o Overcharging is a training issue. 
o Depends on the quality of maintenance.   



 

A-4 

o It’s possible to put sensors on everything, but would have more issues with the 

sensors than with the parts in the first place. 

 Special notes on economizers? 

o It is the  first thing you disable. Complexity vs. benefits: it costs $500-1000 to fix 

it. If disabled: everybody gets what he wants. Possible because of  cheap energy. 

o economizer working is quite complex. Setting it correctly is a challenge. 

o not noticed by the customer. Noticed during maintenance, or customer 

complaining about low cooling. Service technician: fresh air over dramatized. => 

need for less fresh air., ie less bills most of the time. Customers often prefer to 

have it disabled than fixing it. 

o if the customer knew the cost of disabling the economizer, it could be possible to 

make a value proposition. Right now they don’t see the benefit. W: Long 

payback.  

o lack of public awareness. Have to do the check, hard to convince.  

o The customer is still comfortable, so it’s a hard sell.   

 How important is metering? 

o  Car analogy: mpg information very educative.  

o Need a monetary conversion process:  EER to $. Hard to do with energy 

efficiency. 

 Why would a customer replace a unit? 
o Old and broken down (for example compressor out). 

o Age and cost of repair taken into account. “Under 500$ policy”: if it costs less 

than $500, repair it. 

o In a house: 12 years and above compelling to replace it.  
o Another significant cause could be a hard to fix coil failure.  
o Window of opportunity with fluid change=> if some equipment is not on sale 

anymore, need to change the whole unit. More significant with split system, 
because each half is sold independently. If one needs to be replaced, and only 
the new refrigerant type is available, then the other needs replacement too. 

o many units in a complex, for example. Can be planned during the year. 

Dismounted equipment used as spare for the rest of the units. 
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o On RTU, parts available for a long time. Fluid available. Concern for change if 

many RTUs at the same location and some are dead. All may be replaced to avoid 

a mix of refrigerants. 

o Part of a building renovation. Reroof, ownership change, tenant change. Financial 

transaction already taking place. Part of the negotiation to extend or renew the 

lease. Depreciation calculation by large property owner.  

o Customers do not consider energy operating costs directly, fixed/changed if 

broken. =>likely to go with the fastest repair. Energy efficiency is a secondary 

argument. 

 What are the maintenance cost constraints? 
o Can’t bid 1 hour for preventive maintenance.  Motivation: Try to avoid service call 

between now and next regular service. 
o It’s typical that a maintenance tech will get 20 hours/week to do service, and has 

to get as many customers as he can. 

o typically 5-6 calls a day. Compressor replacement: 4 hrs, but simple maintenance 

and diagnostics: 4-6/day 

o better diagnostics on the system makes you faster and more confident.  

o we try to do 2-1/2 calls/day (<10 tons). 

o 5 calls if they’re simple, if its superheat pressure or economizer 3-4 per day. 

 OEM’s provide some things for diagnosing faulty operation.   Not much on the cooling 
side. usually used by technicians if present, but not very predominant right now. 

 

How do you or would you use FDD? 

 Are you using tools now? 
o Most organizations currently not using any kinds of tools like FDD 

o One we interviewed worked with three tools in Air-Care Plus.  They were hit and 

miss.  A lot of the reports didn’t make sense.  It works better with small 

equipment (eg, temperature probes).  Depends on ambient and return 

conditions.  A lot of cables and connections.  It’s hard to be profitable.  Existing 

customers will ask “why didn’t you find it before?”.  It’s good to use when doing 

compressor changeouts for refrigerant charge: we bought 2 tools on our own. 

 What are the benefits to the customer?   

o Better interaction with the contractor. Shows professionalism. 



 

A-6 

o  long term performance monitoring may help to “prepare” the client for 

heavier/preemptive interventions  

 What would you like in a tool: 

o  an automated report generation every so often (month?) sent to a specific 

person.  

o time it with energy bills so that customers are more aware.  

o Do not overload clients/technicians with data 

o  An indication about performance, another one about energy consumption. 

o  Different information levels: 

- “idiot light” 

- alarm if efficiency goes under a certain threshold 

- efficiency for each unit 

o Tool needs to be portable.   

o log all activity  

o Daily updates, although there’s a nuisance factor.  Safeway, for example, gets 

Benchmark variance data, monthly on different variables.   

 Will these tools reduce the number of service calls? 

o Do not see any reduction of field trips: need to factor in false alarm 

o  am I avoiding more calls, or creating more calls? How many false positives?  

o Each layer of complexity adds possible faults. => the increased maintenance may 

counterbalance all the energy benefits.  

o On a service contract, false alarms as a cost for the contractor. 

o The system must actually bring what it promises. 

o A good solution should cost less than $100  

o Can’t reduce service calls to 2/year because of filters and belts.   

 Would customers pay a 5-10% premium? 
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o Can see a premium  of 10% for a very good field diagnostic device.  

o If they have a critical environment.   

o Need a more sophisticated customer.   

 What type of customers would be most interested? 

o Maintenance contract customers have a long term view, and do analysis on a 

whole building level.  

o Higher end workers, like doctors/ lawyers would be most interested in this kind of 

service. High end restaurants. Retails with food safety issues 

o process, server room, financial component is important. 
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Attachment 1: FDD Interview Guide 
 
What is your service business like? 

1. What constitutes RTU service in the field? 
 
2. How is your service business structured? 
 
3. What problems are the most common or the most important (why?) causes of service 
calls? 
 
4. Have you ever told an owner that their RTU was on its last legs?  What symptom were 
you responding to?  What did the customer say?  What data did you need to make this call 
and convince the owner? 
 
5. How long is a typical service call/how many service calls can a technician make in a day?  
What influences this? 
 
6. What is the nature of RTU service marketing [how is service marketed? How is service 
delivered-scheduled calls/on demand only for some/other? How is service linked to product 
sales] 
 
7. What tools do your techs use to diagnose faulty or less-than-optimal performance? 
 
8. What tools do the OEM’s provide for diagnosing faulty operation? 
 
9. What tools do the OEM’s provide for performance monitoring? 
 
10. Do your techs use these tools? If not, why not? 

 
11. What (related to your RTU service business!) keeps you up at night? 
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Bank of America Intelligent Command and Control Center 
 
 

Gen 1 
 
 
 
 
 
 
 
 
 

 
 
Gen 2 
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How do you or would you use FDD? 
1. Are you or your organization currently using any kinds of tools like FDD? 

 
2. Can you imagine using FDD tools in your service business?  How?  What’s the business 

model?  How would you change your service offering? 
 

3. Would you be more interested in hard faults, degradation faults, or fault prediction? 
 

4. Would you be more interested in monitoring, fault detection, or diagnostics? 
 
5. What value would it bring to you?  (reduce the number of trips required, reduce the length 

of a service call, …) 
 

6. What value would it bring to your customer? (amount of energy savings, improved 
uptime,…) 

 
7. How much of a premium would your customers be willing to pay, (or how much of a 

discount would they need to see),  to be provided this service?  (One time capital cost/ 
monthly/ quarterly/ annual fee-based?) 
 

8. How much would you be willing to pay to have this tool available? 
 

9. What types of customers do you believe would be most interested in this kind of service? 
 

10. Would you be interested in remote monitoring of RTUs? [dependent on customer size or 
would you like for all customers?] 
 

11. What performance monitoring/FDD information do you think are most important in terms 
of optimizing performance/efficiency? 
 

12. What information would you like to see on an FDD/PM GUI/dashboard? 
 

13. If you could design an RTU performance monitoring system with remote access, what would 
be included as features? 

 
14. Do you have any customers who you think we should interview? 
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Attachment 2: Interview 1 
 
Participants: 
Erik Emblem (E) Cal SMACNA and Rick Wylie (W) Beutler Corp. 
December 18, 2009 
 

Background 
E: A Consultant with the California Sheet Metal Workers. Contractor background 7 years service. 
70% of the client’s activity. Clients expectations: Reliability dependability consistency. 
Union: 625 contractors in California, 50 union members.  
From fabrication companies to HVAC global suppliers 
W: Installation technician. Done some service work. 
Maintenance intended as “maintenance agreement” 
Commercial: more likely to see the value of maintenance. Some have their own maintenance 
staff (filter change, simple parts replacement, etc…) 
 

What is your service business like? 
1. What constitutes RTU service in the field? 
W: on the phone, ask for show up cost. Some easy things can be fixed on the spot. For the 
rest, price proposition for fixing.  No need for permits for part swaps 
2. How is your service business structured? 
W:Business through repeated relationship.  
E: lot of contact through the internet. Relationship: established from quite some time 
(family recommendations: inter generational). Sticker on the heater. 
Nate (?) study: demographics on the first call. => more feminized… 
W: New commercial practices: price based competitive bid on maintenance contract. 
If maintenance contract, typically repairs not taken into account, but discount applied. Some 
higher end /specific application may have a partial coverage of repairs. 
3. What problems are the most common or the most important (why?) causes of service 
calls? 
W: less leaks than in split systems. In order of occurrence: Belt problems, bearings, 
contactors, capacitors fan motor, compressor (rare but significant) Missing filters 
Q: how do you know bearings are shot?  
W: from the noise, can be seen. More generally, accurate service allows to see a lot 
Q: what if it could be remotely detected?  
W: possible to put sensors on everything, but would have more issues with the sensors than 
with the parts in the first place. 
Q: What about economizer issues?  
W: first thing you disable. Complexity vs. benefits: 500-1000$ to fix it. If disabled: everybody 
gets what he wants. Possible bc cheap energy. 
Q: snap disk thermostat; damper motor  (question of Mark regarding the link btw snap disks 
and motors, not really understood) 
W: whatever the piece, economizer working is quite complex. Setting it correctly is a 
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challenge. 
Q: does the customer asks to fix the economizer?  
W: not noticed by the customer. Noticed during maintenance, or customer complaining 
about low cooling. Service technician: fresh air over dramatized. => need for less fresh air., ie 
less bills most of the time. Customers often prefer to have it disabled than fixing it. 
E: if the customer knew the cost of disabling the economizer, it could be possible to make a 
value proposition. Right now they don’t see the benefit. W: Long payback.  
E: lack of public awareness. Have to do the check, hard to convince.  
W: on the customer side, people would rather spend on a solar system, even if less efficient: 
importance on metering the production. Car analogy: mpg information very educative. 
Importance of metering. Monetary conversion  process. EER to $. Hard to do with energy 
efficiency? 
 
4. Have you ever told an owner that their RTU was on its last legs?  What symptom were 
you responding to?  What did the customer say?  What data did you need to make this call 
and convince the owner? 
W:  1- old and broken down (for example compressor out). Age and cost of repair taken into 
account. In a house: 12 years and above compelling to replace it. Another significant cause 
could be a hard to fix coil failure. Window of opportunity with fluid change=> if some 
equipment is not on sale anymore, need to change the whole unit. More significant with 
split system, because each half is sold independently. If one needs to be replaced, and only 
the new refrigerant type is available, then the other needs replacement too. 
Other case: many units in a complex, for example. Can be planned during the year. 
Dismounted equipment used as spare for the rest of the units. 
On RTU, parts available for a long time. Fluid available. Concern for change if many RTUs at 
the same location and some are dead. All may be replaced to avoid a mix of refrigerants. 

2- part of a building renovation. Reroof, ownership change, tenant change. Financial 
transaction already taking place. Part of the negotiation to extend or renew the lease. 
Depreciation calculation by large property owner.  
Q: how to assess the remaining life on the unit. Customers arrive with preconditioned ideas. 
Like, “under 500$ policy”.  
Q: consider energy operating costs? W: not directly, fixed/changed if broken. =>likely to go 
with the fastest repair. Energy efficiency is a secondary argument.  
E: Carfax like report: click a few things, and gives you a “number”  
W: best customer: maintenance customer. Long term view. Analysis on a whole building 
level.  
Q: what arguments to get people enroll into a maintenance contract.  
W: routine vs crisis. Most agree, but still need to be economically persuasive. “we’re taking 
care of it for you” 
E: more of a collaborative work: ask you while planning yearly budgets, etc. 
Q: advice for good deals? 
E:  give the clients the information they need 
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5. How long is a typical service call/how many service calls can a technician make in a day?  
What influences this? 
W: typically 5-6 calls a day. Compressor replacement: 4 hrs, but simple maintenance and 
diagnostics: 4-6/day 
Q: productivity gains of integrated diagnostics? 
W: better diagnostics on the system makes you faster and more confident.  
 
6. What is the nature of RTU service marketing [how is service marketed? How is service 
delivered-scheduled calls/on demand only for some/other? How is service linked to product 
sales] 
 
7. What tools do your techs use to diagnose faulty or less-than-optimal performance? 
W: Temperature probe, gages, amp-meters. So much variation out there that it is tough to 
have a standardized protocol/tools. Some “art” is involved! 
 
8. What tools do the OEM’s provide for diagnosing faulty operation? 
W: Some things provided on the controllers. Mainly on the furnace side. Not much on the 
cooling side. Usually used by technicians if present, but not very predominant right now. 
 
9. What tools do the OEM’s provide for performance monitoring? 
 
10. Do your techs use these tools? If not, why not? 

 
11. What (related to your RTU service business!) keeps you up at night? 
W: Nothing specific to RTUs. More general business management: trained workers, 
customer interaction. 
E: noise transfer can be an issue, but outside of this, no problem.  
W: automated report generation every x (month?) sent to a specific person.  
E: time it with energy bills so that customers are more aware.  
W: on big businesses: numbers add up and it starts to be worth investing. And image issues.  

 
How do you or would you use FDD? 
1. Are you or your organization currently using any kinds of tools like FDD? 

No 
 

2. Can you imagine using FDD tools in your service business?  How?  What’s the business 
model?  How would you change your service offering? 
W: could be a benefit 
E: depends on how it is packaged. Do not overload clients/technicians with data 
Do not see any reduction of field trips: need to factor in false alarm 
W: am I avoiding more calls, or creating more calls? How many false positives? Each layer of 
complexity adds possible faults. => the increased maintenance may counterbalance all the 
energy benefits. On a service contract, false alarms is a cost for the contractor. 
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3. Would you be more interested in hard faults, degradation faults, or fault prediction? 

 
4. Would you be more interested in monitoring, fault detection, or diagnostics? 
 
5. What value would it bring to you?  (reduce the number of trips required, reduce the length 

of a service call, …) 
E: No real reduction of trips expected (see 2) 
W: Interventions may be more efficient. The system must actually bring what it promises. 
 

6. What value would it bring to your customer? (amount of energy savings, improved 
uptime,…) 
E: better interaction with the contractor. Shows professionalism. 
W: long term performance monitoring may help to “prepare” the client for 
heavier/preemptive interventions 
 

7. How much of a premium would your customers be willing to pay, (or how much of a 
discount would they need to see),  to be provided this service?  (One time capital cost/ 
monthly/ quarterly/ annual fee-based?) 
W: 10% for a very good field diagnostic device.  
 

8. How much would you be willing to pay to have this tool available? 
W: to many possible situations to give a figure 
 

9. What types of customers do you believe would be most interested in this kind of service? 
W: higher end workers, like doctors/ lawyers. High-end restaurants. Retails with food safety 
issues 
 

10. Would you be interested in remote monitoring of RTUs? [dependent on customer size or 
would you like for all customers?] 
W: only way to justify an added cost. If technician has to show up, even a good solution 
should cost less than $100 (see 7) 
 

11. What performance monitoring/FDD information do you think are most important in terms 
of optimizing performance/efficiency? 

 
12. What information would you like to see on an FDD/PM GUI/dashboard? 

W: An indication about performance, another one about energy consumption. 
 

13. If you could design an RTU performance monitoring system with remote access, what would 
be included as features? 
E-W: Different information levels: 

-“idiot light” 
- alarm if efficiency goes under a certain threshold 
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- efficiency for each unit 
- log all activity 
 
14. Do you have any customers who you think we should interview? 

E: see about national restaurant association 
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Attachment 3: Interview 2 
 
Participants: 
Denny Mann (D) Marina Mechanical and Russ Donicci (R) Mechanical Air Service 
December 21, 2009 

 
Background 

D: Service ($4Million) and Construction   
R: $2Million business, 80% construction.  Residential component is high end.  Service, 
retrofit, clean rooms.  60% new, 40% service 

 
What is your service business like? 

1. What constitutes RTU service in the field? 
D: Maintenance contracts, recurring revenue, business year round. General operations for 
retrofit.  Commercial, light industrial.  Not much refrigeration.  14 trucks.  Total cost not 
hourly rate.  Contract <100,000 sqft.  Unless on staff, 95% on contract. 
R: It’s hard to get a maintenance contract. 
 
2. How is your service business structured? 
D: referrals common.  Contract for 4 times per year.  $500 pre approved, avoids truck roll.  
Full coverage guarantee – 3 times the price of maintenance.   
Q: Callbacks different between manufacturers?   
D: No.  Tho a few years ago York had >20%. 
D: we provide a Warranty of 1 year 
R: Tenant aggravation, maintenance is often a “loss leader”, where contractors do bad 
installs and make up on service.  It’s typical that a maintenance tech will get 20 hours/week 
to do service, and has to get as many customers as he can. 
 
3. What problems are the most common or the most important (why?) causes of service 
calls? 
D: Non-PM: filter, low air, freezups, heat exchanger failure.  Depends on the quality of 
maintenance.   
Can’t bid 1 hour for preventive maintenance.  Motivation: Try to avoid service call between 
now and next regular service. 
See study by Jones Long LaSalle, BOMA Studies. 
R: Electrical, contactors, expansion valve takes out compressor, refrigerant leaks, operating 
pressures.  Training issue: don’t overcharge. 
D: Economizers, it costs $100 to fix the actuator.  The customer is still comfortable, so it’s a 
hard sell.  We use Honeywell software.  We talked with Adrienne Thomle, the 7650 costs 
$20 and the 7660 costs $24. 
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4. Have you ever told an owner that their RTU was on its last legs?  What symptom were 
you responding to?  What did the customer say?  What data did you need to make this call 
and convince the owner? 
 
5. How long is a typical service call/how many service calls can a technician make in a day?  
What influences this? 
R: budget for capital improvement.  20% energy savings.  Good relationship – fan was 
looking wornout and there was bearing noise.  Checked on parts availability, reduced 
disruption for tenants.  Other contractors are looking for what you missed. 
D: we try to do 2-1/2 calls/day (<10 tons). 
R: 5 calls if they’re simple, if its superheat pressure or economizer 3-4 per day. 
 
6. What is the nature of RTU service marketing [how is service marketed? How is service 
delivered-scheduled calls/on demand only for some/other? How is service linked to product 
sales] 
 
7. What tools do your techs use to diagnose faulty or less-than-optimal performance? 
D: worked with three tools in Air-Care Plus.  They were hit and miss.  A lot of the reports 
didn’t make sense.  It works better with small equipment (eg, temperature probes).  
Depends on ambient and return conditions.  A lot of cables and connections.  It’s hard to be 
profitable.  Existing customers will ask “why didn’t you find it before?”.  It’s good to use 
when doing compressor changeouts for refrigerant charge: we bought 2 tools on our own. 
 
8. What tools do the OEM’s provide for diagnosing faulty operation? 
The new Lennox RTU tells you when it went off on high head, delta T on coil, pressures of 

system. 
 
9. What tools do the OEM’s provide for performance monitoring? 
10. Do your techs use these tools? If not, why not? 

 
11. What (related to your RTU service business!) keeps you up at night? 

 
How do you or would you use FDD? 
1. Are you or your organization currently using any kinds of tools like FDD? 

D: We use Service Assistant 
R: we use thermal imaging 
 

2. Can you imagine using FDD tools in your service business?  How?  What’s the business 
model?  How would you change your service offering? 
R: some customers maintain different things.  Degradation, re remote service assistant.  
Change more level of service.  Clerk can’t interpret data.  Customer:  predictive, downtime, 
energy costs.  We are trying to get into the energy component. 
AB1103 requires the Energy Star Rating, it’s hard to get things like the number of PCs.  
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Carbon footprint is a motivator.  Need a 5 year SPT on equipment.  Would customers pay a 
5-10% premium?  If they have a critical environment.  Retantion rate is important.  Need a 
more sophisticated customer.  Service assistant $3000.  Tool needs to be portable.  Can’t 
reduce service calls to 2/year because of filters and belts.  We offer a 2 year warranty on 
installation is customer signs a service contract. 
 

3. Would you be more interested in hard faults, degradation faults, or fault prediction? 
 

4. Would you be more interested in monitoring, fault detection, or diagnostics? 
 
5. What value would it bring to you?  (reduce the number of trips required, reduce the length 

of a service call, …) 
 

6. What value would it bring to your customer? (amount of energy savings, improved 
uptime,…) 
 

7. How much of a premium would your customers be willing to pay, (or how much of a 
discount would they need to see),  to be provided this service?  (One time capital cost/ 
monthly/ quarterly/ annual fee-based?) 
 

8. How much would you be willing to pay to have this tool available? 
 

9. What types of customers do you believe would be most interested in this kind of service? 
D: process, server room, financial component is important. 
 

10. Would you be interested in remote monitoring of RTUs? [dependent on customer size or 
would you like for all customers?] 
 

11. What performance monitoring/FDD information do you think are most important in terms 
of optimizing performance/efficiency? 
D: Service assistant type information: performance, efficiency, Supply and return temps, 
amps on components to confirm what’s running.  Go back and look at trends 

12. What information would you like to see on an FDD/PM GUI/dashboard? 
D: Daily updates, although there’s a nuisance factor.  Safeway, for example, gets Benchmark 
variance data, monthly on different variables.  Need to know how to use Carrier alarms. 
R: Traiing: manufacturer school if it’s worthwhile, then teach what you learned. 

13. If you could design an RTU performance monitoring system with remote access, what would 
be included as features? 

14. Do you have any customers who you think we should interview? 
Kevin Napper, Safeway 
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ENERGY AND DEMAND SAVINGS 

Fault Detection and Diagnostics (FDD) for Rooftop Units (RTUs) has been put forward as a new 
prescriptive measure in California’s proposed 2013 Energy Efficiency Standard for Nonresidential 
Buildings—Title 24.  As a part of the analysis performed for proposed Title 24 requirements, 
energy and demand savings attributable to FDD have been estimated for California commercial 
buildings.  
 
This work was led by PECI under contract to the Heschong Mahone Group, with funding from 
the California investor-owned utilities Codes and Standards Enhancement (CASE) program.  The 
energy modeling analysis was primarily funded under a contract with the California Energy 
Commission’s Public Interest Energy Research (PIER) program led by New Buildings Institute in 
collaboration with the Western Cooling Efficiency Center and EnergySoft, LLC.  PIER and CASE 
researchers worked closely together to review all aspects of the energy and demand analysis 
including inputs to, and results from, the modeling.  This report is a detailed excerpt taken from 
PECI’s deliverable to the CASE program, entitled: “2013 California Building Energy Efficiency 
Standards: Light Commercial Unitary HVAC.”   
 
The analysis was submitted in support of inclusion of RTU FDD as a prescriptive measure in the 
2013 Title 24 revision and fully supported by the PIER and CASE research teams. Attributes of 
the analysis to estimate savings included: 

 Building energy simulation in six representative California climate zones and seven 
prototype buildings of RTU faults that can be directly modeled in EnergyPro, which is a 
leading Title 24 compliance checking software product. 

 Analysis of secondary literature to identify the EER penalty of other common RTU faults. 

 EnergyPro modeling with and without these EER penalties to determine energy savings 
for the RTU faults that cannot be directly modeled in EnergyPro. 

 Estimation of probabilities needed to project savings across a population of buildings, 
including:  

o Probability that the fault will occur.  This included analysis of field data from over 
17,000 RTUs in PECI’s AirCare Plus RTU maintenance program to obtain fault 
prevalence data, and further analysis of these data to translate prevalence into 
annual incidence data. 

o Probability that faults will be detected by an FDD tool. 
o Probability that faults would have been detected without an FDD tool (the 

baseline). 
o Probability that faults will be addressed, once detected. 

 Application of probabilities to individual building savings to estimate the savings 
potential across an entire population of buildings. 

 Lifecycle cost analysis using time-dependent valuation of energy savings and including 
maintenance savings, as well as the estimated cost of FDD systems. 



 

 

 

 Application of individual building simulations and probabilities to estimate savings across 
California: in a range of building types, in all California climate zones. 
 

The results are promising.  The statewide savings are significant, with a 15-year life cycle net 
savings of over $8M for California buildings, with a benefit/cost ratio of 2.0.  Thus, it was found 
that FDD for RTUs is a cost effective measure, appropriate for inclusion in Title 24.  
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Methodology 

This section summarizes the methods used to collect data and conduct the analysis for 

this CASE report for the Fault Detection and Diagnostics (FDD) proposal. 

Fault Detection and Diagnostics (FDD) 

FDD is included in 2008 Title 24 as a compliance option.  This proposal is to advance 

FDD as a prescriptive option. 

Numerous HVAC faults were investigated in this study to determine the potential benefit 

of FDD systems in detecting these faults, including: 

 

1. Air temperature sensor failure/fault 

2. High refrigerant charge 

3. Low refrigerant charge 

4. Compressor short cycling 

5. Refrigerant line restrictions/TXV problems 

6. Refrigerant line non-condensables 

7. Low side HX problem 

8. High side HX problem 

9. Capacity degradation 

10. Efficiency degradation 

11. Not economizing when it should 

12. Damper not modulating 

13. Excess outdoor air 

Background and Literature Review / Secondary Data Mining 

In this task we conducted a literature review to investigate the current state of the FDD 

market in terms of current product availability, product development, costs, faults 

detected, and fault incidence.  An annotated bibliography summarizing this literature 

review is included at the end of this report in the section. 

For the data mining task we relied on PECI’s AirCare Plus (ACP) program, which 

provides incidence data for a number of HVAC faults.  ACP is a comprehensive diagnosis 

and tune-up program for light commercial unitary HVAC equipment between 3 and 60 

tons cooling capacity.  This program has been active throughout the PG&E service 

territory since 2006 and throughout the Southern California Edison service territory since 

2004.  It includes inspection of the following HVAC components: thermostat controls, 

economizers, refrigerant charge, and airflow.  The ACP program database includes over 

17,000 RTUs with documented status of these HVAC components.  This massive 

collection of HVAC data proved useful in identifying the incidence of various HVAC 

faults as described in the Analysis & Results section. 

Based on the literature review and data mining, we defined the faults and the associated 

energy simulations to estimate the savings from detecting and fixing the faults.  The 

remainder of this section provides this information. 
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Energy Savings 

A series of EnergyPro energy simulations and corresponding TDV analysis were 

conducted to estimate the potential energy savings resulting from use of FDD.  A 

representative sample of California climate zones were modeled, including: 3, 6, 9, 12, 

14, and 16.  The other California climate zones were not included in these energy 

simulations as they are sufficiently represented by the selected zones for the purposes of 

this research.  Figure 1 indicates which climate zones the selected zones represent and 

Figure 2 shows a map of the climate zones. 

 

Simulated 

climate 

zone 

Maps to 

climate 

zones: 

3 1, 2, 3, 4 

6 5, 6, 7 

9 8, 9, 10 

12 11, 12, 13 

14 14, 15 

16 16 

Figure 1 Climate Zone Mapping 
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Figure 2 Climate Zone Map 

 

Seven (7) prototype simulation models were developed for the analysis.  Figure 3 

summarizes a number of key inputs used in the energy simulations: 

 

Occupancy 

Type

Area 

(Square 

Feet)

Number of 

Stories

# HVAC 

Systems
Total tons Avg sf/ton

Occupancy 

Schedule

Prototype 1 Fast Food 2,099 1 2 11 199 T-24 schedule

Prototype 2 Grocery 81,980 1 18 249 329 T-24 schedule

Prototype 3 Large Retail 137,465 1 22 286 480 T-24 schedule

Prototype 4 School 44,109 2 39 171 257 T-24 schedule

Prototype 5 Small Office 40,410 2 14 113 356 T-24 schedule

Prototype 6 Small Retail 8,149 1 4 25 330 T-24 schedule

Prototype 7 Large Office 112,270 2 10 421 267 T-24 schedule
 

Figure 3 Summary of Energy Simulation Models for FDD 

Measure Cost 

The cost of an FDD system is “based upon the type of data that is required, the overall 

number of points required, any processing capabilities that must be added, and 

communications hardware and access.  The principal cost incurred for FDD is for data 

collection.  Depending on the method that is used, existing sensors installed in the RTU 

might be used.  Care must be taken to ensure that the sensors are of sufficient accuracy 
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and are installed in the appropriate location.  In some cases, redundant sensors might be 

needed to take the place of the existing sensors.”
4
 

The CASE authors contacted FDD system developers to identify the measure costs, 

which are reported in the section Analysis and Results. 

Product Availability 

There are a few tools currently on the market. A handful of other tools have been piloted 

but have not yet been introduced to the market as viable products, and yet others are 

under development.  It is useful to describe the tools that are commercially available, 

available in pilot status only, or in the pipeline.  Heinemeier et al. (2010) outlines the 

development status of various third party FDD systems as shown in Figure 4. 

Tool Name Status Data Model Developer

FDSI Insight V.1 Available Refrigerant Quantitative Field Diagnostics, Inc

Sensus MI Available Air Qualitative University of Nebraska

ClimaCheck Available Refrigerant Quantitative ClimaCheck Inc.

SMDS Pilot Air Qualitative Pacific Northwest National Lab

NILM Pilot Power Qualitative
Massachusetts Institute of 
Technology

Low Cost NILM Pilot Power Timeseries
Massachusetts Institute of 
Technology

Sentinel/Insight Beta Refrigerant Quantitative Field Diagnostics, Inc

Virtjoule Developing Power Timeseries Virtjoule Inc.

Low Cost SMDS Developing Air-Power Timeseries Pacific Northwest National Lab

Tool Name Status Data Model Developer

FDSI Insight V.1 Available Refrigerant Quantitative Field Diagnostics, Inc

Sensus MI Available Air Qualitative University of Nebraska

ClimaCheck Available Refrigerant Quantitative ClimaCheck Inc.

SMDS Pilot Air Qualitative Pacific Northwest National Lab

NILM Pilot Power Qualitative
Massachusetts Institute of 
Technology

Low Cost NILM Pilot Power Timeseries
Massachusetts Institute of 
Technology

Sentinel/Insight Beta Refrigerant Quantitative Field Diagnostics, Inc

Virtjoule Developing Power Timeseries Virtjoule Inc.

Low Cost SMDS Developing Air-Power Timeseries Pacific Northwest National Lab  
Figure 4 Third Party FDD System Status 

Heinemeier describes each system’s capability for detecting specific faults as shown 

below in Figure 5.  The list of HVAC faults investigated for this project are mostly 

included as faults that FDD systems can detect.  For example, seven of these nine FDD 

systems can detect low airflow, six systems can detect low/high refrigerant charge, and 

eight can detect compressor short cycling.  Three faults investigated for this project are 

not directly included on this list of detected faults.  They are refrigerant line restrictions, 

non-condensables, and high side heat exchange problems.  These problems lead to other 

faults that are included in this list (performance degradation, insufficient capacity); so 

these faults will be indirectly detected. 

                                                 

4
 Heinemeier, Kristin, (WCEC), and Julien Bec (UCD). 2010. Fault Detection And 

Diagnostics, Moving The Market And Informing Standards In California: FDD 

Prioritization. California Energy Commission. 



 

B-5 

O Basic FDD

X Extended FDD

O O O O O O O

O O O O O O

O X O O O X

O X X O O O

O X O O O O O O

Excessive Operating Hours O X O O O O

O O O O O O O O

O X O O X O

Incorrect Control Sequence O X O O O O O

O X O O X

Unnecessary Outdoor Air O X X O O X

O X O O O O

O O O O O O O O

O O O O O X

O O O O O O

O O O X

O X O O O O O O

FD
SI

 In
si

gh
t 

V
.1

 

P
ro

d
u

ct
io

n

Unit Not Operational

Lack of Ventilation

Economizer not Functioning

 Sensor Malfunction

Control Problems

Failed Compressor

Stuck Damper

Slipping Belt

Leaking Valves

Compressor Short Cycling

Performance Degradation

Low/High Charge

Low Airflow

Insufficient Capacity

Lo
w

 C
o

st
 N

IL
M

V
ir

tj
o

u
le

Lo
w

 C
o

st
 S

M
D

S

Se
n

ti
n

e
l/

In
si

gh
t 

 

B
e

ta
 T

e
st

in
g

C
li

m
a

C
h

e
ck

SM
D

S 

Se
n

su
s 

M
I

N
IL

M

 
Figure 5 Third Party FDD System Faults Detected 

In addition to these third party systems, a number of HVAC OEMs offer fault detection 

on some of their currently available models.  These faults include: 

 Air temperature sensor failure/fault 

 Low refrigerant charge 

 Not economizing when it should/shouldn’t 

 Damper not modulating 

 Excess outside air 

Cost-Effectiveness 

FDD systems are considered to have a useful life of 15 years.  Therefore we calculated 

estimates for annual energy savings and the resulting value of savings over 15 years, 

expressed as a present value.  Although the savings returned due to FDD systems are 

realized over a 15-year life, costs are fixed and must be paid at the time of installation 

and maintenance.  By subtracting the costs from the present value of the cumulative 

savings, we calculated the net financial benefit of the measure. 

We conducted the life cycle cost calculation using the California Energy Commission 

Time Dependent Valuation (TDV) methodology.  Each hour is assigned an estimated 
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price for energy,
5
 and the sum of these prices over the life of the measure yields the 

present dollar value of savings.  Life cycle cost is the difference between the TDV $ 

value for 15 year energy savings and the initial FDD system costs.  Cost effectiveness is 

proved when this difference is positive; in addition, we have reported the benefit/cost 

ratio as an additional measure of cost effectiveness. 

Stakeholder Meetings 

All of the main approaches, assumptions and methods of analysis used in this proposal 

have been presented for review at a number of public Nonresidential HVAC Stakeholder 

Meetings.  At each meeting, the utilities' CASE team invited feedback on the proposed 

language and analysis thus far, and sent out a summary of what was discussed at the 

meeting, along with a summary of outstanding questions and issues. 

A record of the Stakeholder Meeting presentations, summaries and other supporting 

documents can be found at www.calcodes.com.  Stakeholder meetings were held on the 

following dates and locations: 

 First Nonresidential HVAC Stakeholder Meeting: April 27, 2010, California 

Lighting Technology Center, Davis, CA. 

 FDD Roundtable: July 22, 2010, Western Cooling Efficiency Center, Davis, 

CA 

 Second Nonresidential HVAC Stakeholder Meeting: December 7, 2010, San 

Ramon Valley Conference Center, San Ramon, CA 

 Third Nonresidential HVAC Stakeholder Meeting: March 2011, via webinar. 

In addition to the Stakeholder Meetings, a series of other public announcements alerted 

stakeholders to the proposed changes.  These announcements included: 

 January 2010: ASHRAE TC 8.11, Orlando, FL 

 June 2010: ASHRAE TC 8.11, Albuquerque, NM 

 January 2011: ASHRAE TC 8.11, TC 7.5 FDD subcommittee, TC 7.5 main 

meeting, and 90.1 mechanical subcommittee, Las Vegas, NV 

In addition, members of the CASE and PIER teams travelled to Texas in November 2010 

and met with stakeholders at Lennox, Trane, and MicroMetl. 

 

Analysis and Results 

Fault Detection and Diagnostics (FDD) 

FDD is included in 2008 Title 24 as a compliance option.  This proposal is to advance 

FDD as a prescriptive option. 

                                                 
5 Architectural Energy Corporation. Life Cycle Cost Methodology: 2013 California Building Energy 

Efficiency Standards. Prepared for the California Energy Commission. November 16, 2010 

http://www.calcodes.com/
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Results of FDD Research 

Numerous HVAC faults were investigated in this study to determine the potential benefit 

of FDD systems in detecting these faults, including: 

 

1. Air temperature sensor failure/fault 

2. Low refrigerant charge 

3. High refrigerant charge 

4. Compressor short cycling 

5. Refrigerant line restrictions/TXV problems 

6. Refrigerant line non-condensables 

7. Low side HX problem 

8. High side HX problem 

9. Capacity degradation 

10. Efficiency degradation 

11. Not economizing when it should 

12. Damper not modulating 

13. Excess outdoor air 

A number of the HVAC faults listed above cannot be directly modeled using the energy 

simulation tool EnergyPro.  In such incidences the failure mode is described by a 

corresponding EER penalty, which is then modeled in EnergyPro as a lower EER.  The 

values of the EER penalties are from “Evaluation Measurement and Verification of Air 

Conditioner Quality Maintenance Measures, Mowris, October 2010,” which are based on 

lab testing conducted by Robert Mowris Associates at the Intertek testing facility in 

Dallas, Texas in October 2010. Descriptions of the investigated failure modes and the 

modeling assumptions used are included below. 

1. Air temperature sensor failure/fault - This failure mode is a malfunctioning air 

temperature sensor, such as the outside air, discharge air, or return air temperature sensor.  

This could include mis-calibration, complete failure either through damage to the sensor 

or its wiring, or failure due to disconnected wiring.  Calibration issues are more common 

than sensor failures, thus we modeled this fault as a calibration problem.  Temperature 

sensors are commonly accurate to ± 0.35°F.  For a conservative estimate we modeled this 

fault as ± 3°F accuracy.  Calibration errors greater than this and failed sensors will 

contribute to an even worse energy impact. 

2. Low refrigerant charge: 80% of nominal charge - Incorrect level of refrigerant 

charge is represented in this failure mode, designated by a 20% undercharge condition 

(80% of nominal charge).  Refrigerant undercharge may result from improper charging or 

from a refrigerant leak.  While the most common concern about a refrigerant leak is that a 

greenhouse gas has been released to the atmosphere, a greater impact is caused by the 

additional CO2 emissions from fossil fuel power plants due to the lowered efficiency of 

the HVAC unit. 

A typical symptom is low cooling capacity as the evaporator is starved of refrigerant and 

cannot absorb its rated amount of heat.  This causes a high evaporator superheat as the 

receiver is not getting enough liquid refrigerant from the condenser, which starves the 

liquid line.  The thermal expansion valve (TXV) experiences abnormal pressures and 
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cannot be expected to control evaporator superheat under these conditions.  The 

compressor is pumping only a small amount of refrigerant.  Essentially, all the 

components in the system will be starved of refrigerant. 

EnergyPro does not allow a specific model input related to refrigerant charge.  Instead, 

the simulation used -15% EER (a 15% reduction in the rated EER), equivalent to 80% 

charge, based on laboratory testing results,6 as shown in Figure 6. 
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Figure 6 Impact of Refrigerant Charge on EER 

3. High refrigerant charge: 120% of nominal charge - Incorrect level of refrigerant 

charge is represented in this failure mode, designated by a 20% overcharge condition 

(120% of nominal charge).  This fault was added to the list after conducting the energy 

analysis and therefore is not included in the energy analysis.  The energy analysis is thus 

conservative as it does not include this fault. 

4. Compressor short cycling - Compressor short cycling means that the compressor is 

enabled again shortly after being stopped for only a brief period of time.  Some 

manufacturers recommend a minimum runtime of 3 minutes and minimum off time of 2 

minutes.  Thus, short cycling could be considered a runtime shorter than 3 minutes and 

off time shorter than 2 minutes.  Short cycling can originate from many sources, for 

example coil blockage, equipment oversizing, and a poor thermostat location (e.g. near a 

supply air diffuser). 

                                                 
6 Evaluation Measurement And Verification Of Air Conditioner Quality Maintenance Measures, Mowris, 

October 2010. 
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It takes about three minutes of runtime for an RTU to achieve steady state operation and 

full cooling output.  During this time, the unit efficiency is reduced as the refrigerant 

pressures are established and the evaporator coil cools down.  When a unit is short 

cycling, the startup time becomes a higher fraction of the total runtime.  The startup 

losses thus become a higher fraction of the total cooling output such that the overall 

efficiency is reduced. 

A runtime of 3 minutes and off time of 2 minutes corresponds to a runtime fraction of 

60%
7
 and an efficiency penalty of 10% according to AEC’s Small HVAC System Design 

Guide.8  EnergyPro does not allow a specific model input related to compressor short 

cycling.  Instead, the simulation used -10% EER, equivalent to 60% runtime fraction. 

Short cycling affects maintenance and repair costs in addition to operating costs.  It is one 

of the most common causes of RTU early maintenance problems and compressor failures.  

Each time the compressor starts, there is a quick reduction in the crankcase pressure, 

which results in a portion of the crankcase oil getting pumped out of the compressor.  The 

oil will eventually return to the compressor given sufficient runtime, otherwise the oil 

will be trapped in the system when the compressor cycles off.  With short cycling, the 

compressor will continue to pump oil from the crankcase, and the entire oil charge can be 

lost from the crankcase.  Without proper lubrication to the compressor, premature failure 

can result.  Compressor short cycling can also cause liquid refrigerant flooding, again 

threatening premature failure.  The compressor starts against nearly full high side 

discharge pressure, which leads to very high loading of the mechanical components.  The 

electrical components can also be affected, as they are subjected to an unusually high 

starting current, creating excessive heat and leading to compressor motor overheating. 

5. Refrigerant line restrictions/TXV problems - Refrigerant line restriction means the 

refrigerant flowrate is constrained due to a blockage in the refrigerant line.  A restriction 

always causes a pressure drop at the location of the restriction.  A suction line restriction 

will cause low suction pressure and starve the compressor and condenser.  This can be 

caused by restricted and/or dirty suction filters or a bent or crimped refrigerant line from 

physical damage.  A liquid line restriction will cause low pressure and a temperature drop 

in the liquid line and starve the evaporator, compressor, and condenser.  This can be 

caused by a bent or crimped refrigerant line, a restricted and/or dirty expansion device 

such as a TXV, a restricted liquid line filter/dryer, or a pipe joint partially filled with 

solder.  In the case of a bent refrigerant line, it acts like an expansion device such that two 

expansion devices effectively operate in series causing a higher than normal pressure 

drop.  The low evaporator temperature can freeze the evaporator coil and suction line. 

EnergyPro does not allow a specific model input related to this fault.  Instead, the 

simulation used -56% EER.  This comes from lab test work funded through the Texas 

A&M Energy Systems Laboratory, which reports that reduced mass flow rate caused by a 

                                                 

7
 3 min / (3 min + 2 min) = 60% 

8 Integrated Energy Systems: Productivity & Building Science Program, Element 4—Integrated Design of 

Small Commercial HVAC Systems, Small HVAC Problems and Potential Savings Reports.  Submitted to 

the California Energy Commission. Boulder, CO. Architectural Energy Corporation. 2003. (PIER 

publication 500-03-082-A-25) 
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liquid line restriction reduces the EER by 56%.9  Based on the same lab testing, reduction 

in suction line decreased the EER by 27%.  We choose to model the EER penalty as 56% 

since there is a much higher probability of damage to the liquid line as the suction line 

pipes are relatively sturdy. 

6. Refrigerant line non-condensables - Refrigerant line non-condensables means a type 

of contaminant has entered the refrigeration lines.  This is commonly air, water vapor, or 

nitrogen.  They enter the system through leaks or poor service practices, such as not 

purging refrigeration hoses while working on a unit or not completely evacuating the 

system after it has been open for repair.  The only fluids in a refrigeration system should 

be refrigerant and oil.  Any other fluids contained within the system can reduce its 

cooling capacity and lead to premature failure.  When air enters a system it will become 

trapped in the condenser and will not condense.  This results in less surface area available 

for the refrigerant to condense, thus decreasing the capacity of the condenser and 

increasing its pressure.  This causes the compressor to work harder, degrading its 

efficiency and potentially damaging it by overheating. 

EnergyPro does not allow a specific model input related to refrigerant line non-

condensables.  Instead, the simulation used -8% EER as shown below in Figure 7, which 

comes from lab testing conducted by Mowris.10  

 

Description 

Air-Side 

EER 

Impact 

Total Air-

Side Cooling 

Capacity 

Btu/hr 

Air-

Side 

EER 

Total Air 

Conditioner 

Power kW 

Impact on Air 

Conditioner 

Power kW 

Baseline total charge 6 lb. 12.2 oz. 

(228 psig liquid pressure) 
NA 31,976 9.69 3.297 NA 

Non-Condensable evacuate charge, 

sweep with Nitrogen, vent to 

atmospheric pressure (0.3 oz. 

nitrogen) total charge 6 lb. 12.2 oz. 

(267 psig liquid pressure) 

-7.94% 32,625 9.04 3.608 9.6% 

Figure 7 Impact of Non-Condensables on EER 

7. Low side (evaporator) heat exchange problem - This failure mode is low airflow 

through the evaporator coil as measured at the unit’s supply air discharge.  This could be 

caused by an evaporator coil blockage for example.  When the evaporator coil has a 

reduced airflow, there is reduced heat load on the coil.  This can cause the refrigerant in 

the coil to remain a liquid and not vaporize.  The liquid refrigerant will travel past the 

evaporator coil and reach the compressor, thus flooding and damaging it. 

ARI standards are based on airflow rates of 400 cfm/ton.  AEC’s Small HVAC System 

                                                 
9 O’Neal, D., Haberl, J. Monitoring the Performance of a Residential Central Air Conditioner under 

Degraded Conditions on a Test Bench. May 1992. 

10 Evaluation Measurement And Verification Of Air Conditioner Quality Maintenance Measures, Mowris, 

October 2010. 
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Design Guide reports that 39% of units have airflow less than or equal to 300 cfm/ton.11  

Figure 8 shows the corresponding distribution of measured airflow reported by this study. 

 

 
Figure 8 Airflow Distribution in Small Commercial HVAC Units 

 

EnergyPro does not allow a specific model input related to low airflow.  Instead, the 

simulation used -5% EER, equivalent to a low airflow of 300 cfm/ton, from the Mowris 

study12, as shown below in Figure 9. 

 

Airflow 

cfm/ton EER EER Impact 

Airflow % of 

Baseline 

390.5 9.49 NA NA 

351.0 9.19 -3.16% -12% 

301.5 9.04 -4.74% -25% 

249.6 8.39 -11.59% -37.5 

Figure 9 Impact of Low Airflow on EER 

 

8. High side (condenser) heat exchange problem  - This failure mode is a 50% 

condenser coil blockage.  In this case, the condenser fails to properly condense the 

                                                 
11 Integrated Energy Systems: Productivity & Building Science Program, Element 4—Integrated Design of 

Small Commercial HVAC Systems, Small HVAC Problems and Potential Savings Reports.  Submitted to 

the California Energy Commission. Boulder, CO. Architectural Energy Corporation. 2003. (PIER 

publication 500-03-082-A-25) 

12 Evaluation Measurement and Verification of Air Conditioner Quality Maintenance Measures, Mowris, 

October 2010. 
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refrigerant vapor to a liquid in the middle of the condenser.  EnergyPro does not allow a 

specific model input related to condenser coil blockage.  Instead, the simulation used -9% 

EER, equivalent to 50% condenser coil blockage, from the Mowris study as shown in 

Figure 10.13  

 

Description 

Air-Side 

EER Impact 

Total Air-Side 

Cooling 

Capacity Btu/hr 

Air-Side 

EER 

Total Air 

Conditioner 

Power kW 

Impact on Air 

Conditioner 

Power kW 

Baseline NA 32,335 9.82 3.292 NA 

30% Condenser Coil Block -3.69% 32,136 9.46 3.397 3.19% 

50% Condenser Coil Block -9.07% 31,439 8.93 3.52 6.93% 

80% Condenser Coil Block -32.08% 27,806 6.67 4.168 26.61% 

Figure 10 Impact of Condenser Coil Blockage on EER 

 

9. Capacity degradation - This fault was added to the list after conducting the energy 

analysis and therefore is not included in the energy analysis.  The energy analysis is thus 

conservative as it does not include this fault. 

10. Efficiency degradation - This fault was added to the list after conducting the energy 

analysis and therefore is not included in the energy analysis.  The energy analysis is thus 

conservative as it does not include this fault. 

11. Not economizing when it should – This was represented as economizer high limit 

setpoint is 55˚F instead of 75˚F.  An economizer is equipped with a changeover (high 

limit) control that returns the outside air damper to a minimum ventilation position when 

the outside air is too warm to provide cooling.  Economizers should use a 75˚F high limit 

setpoint in climate zones 1, 2, 3, 5, 11, 13, 14, 15 and 16, per Title 24 Table 144-C as 

referenced in Section 144(e)3.  This failure mode is easily modeled by changing the high 

limit setpoint from 75˚F (base case) to the failure mode of 55˚F.  The 55˚F setting instead 

of the 75˚F setting results in missed opportunities for free cooling between the range of 

55˚F and 75˚F, thus losing a large number of economizer hours and energy savings 

potential. 

The baseline economizer control is a snap disk, which is a round silver temperature 

sensor that typically has a setpoint of around 55°F; an adjustable setting might be up to 

60°F, but not higher with a single stage thermostat.  This type of sensor severely limits 

economizer operation. 

Many economizer controllers have the high limit or change over control listed as A B C D 

rather than a particular temperature.  The high limit settings for these labels are shown in 

Figure 11.  The proper temperature high limit to use is the cut-out position of the high 

limit (or upper end of the control hysteresis) based on the controller and sensor 

combination.  Note that the screw dial can be set between letters. 

 

                                                 
13 Ibid. 
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High Limit Setting Controller with dry-

bulb sensor 

Economizer Controller with dip 

switch settings (switch 1-Switch 2) 

D 55°F 55°F  (OFF-ON) 

D-C 62°F 60°F  (OFF-OFF factory) 

C 68°F 65°F  (ON-OFF) 

C-B (desired setting) 75°F single sensor high limit cannot be set 

above 65°F  high limit B 82°F 

A 95°F 

Figure 11 Economizer High Limit Settings for Two Controllers 

 

12. Damper not modulating – This was represented as economizer stuck closed.  When 

the economizer damper is stuck closed the unit fails to provide any ventilation and is a 

missed opportunity for free cooling, thus causing an energy penalty during periods when 

free cooling is available. This was modeled as “no economizer” in EnergyPro. 

13. Excess outdoor air – This was represented as economizer stuck 100% open.  When 

the economizer damper is stuck open the unit provides an excessive level of ventilation, 

usually much higher than is needed for design minimum ventilation.  It causes an energy 

penalty during periods when the economizer should not be enabled, that is, during 

heating and when outdoor conditions are higher than the economizer high limit setpoint.  

During heating mode the stuck open economizer will bring in very cold air and the gas 

usage will increase significantly. This was modeled as 100% outside air in EnergyPro. 

Energy simulation 

This analysis used a special version of EnergyPro 5.1 that has been configured to use the 

2013 weather files developed for the 16 different climate zones by Joe Huang with 

Whitebox Technologies for the CEC.  These climate zone files are intended to serve as 

the reference data for 2013 code analysis.  The version of EnergyPro was configured 

identically to the version certified for use with the 2008 Title 24 standards, outside of the 

weather file change. 

A series of prototype buildings were developed that were based upon actual project 

designs in terms of building configuration.  Thus for the large retail example, an actual 

big box retail store was used so that we would have a realistic approximation of glazing 

area, number of stories and building geometry.  In the case of each prototype, each 

building was configured with Title 24 standard assumptions for insulation levels and 

glazing type and a standard lighting power density was used.  Since the Alternative 

Calculation Method (ACM) manual rules are applied automatically by EnergyPro during 

the analysis, assumptions like occupant densities, ventilation rates, etc are all 

automatically set to the standard values listed in the ACM manual.  The HVAC systems 

in each case were configured as standard Packaged Rooftop Gas Heat/Electric Air 

Conditioning systems with minimum efficiencies as specified in either Title 24 or Title 

20, depending upon system size.  Since part of the study includes looking at the 

effectiveness of economizers, each system was configured with an economizer, even 

though the requirements in section 144 of the code may not require it be installed. 

Once each prototype was developed, a series of runs was performed in the 16 different 

climate zones.  Each run looked at the implications of the degradation of certain portions 
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of the HVAC system.  Features such as an economizer that is stuck open, systems that 

have short cycling, incorrect thermostat signals, etc were analyzed and compared to the 

basecase that assumes a perfectly functioning system. 

For efficiency, simulations are needed only at three EER values to define a curve.  The 

resulting energy savings and TDV savings are directly proportional to the EER penalty.  

Thus, any additional failure modes described by an EER penalty can be derived from 

these three models via interpolation.  Any failure modes not described by an EER penalty 

will of course still require a unique simulation.  This is summarized below in Figure 12.  

An example interpolation is shown in Figure 13 and Figure 14 for a 5-ton RTU, small 

office, in climate zone 12. 

 

Failure mode
EER 

penalty

Energy savings 

calculation 

method

Low airflow: 300 cfm/ton 5% Simulation

Low side HX problem incl. low airflow 

(50% evaporator coil blockage)
5% Simulation

Refrigerant charge: 80% of nominal 

charge
15% Simulation

Performance degradation: 30% cond. 

block, 300 cfm/ton, -10% charge
21% Simulation

Refrigerant line non-condensables 8% Interpolation

High side HX problem (50% condenser 

coil blockage)
9% Interpolation

Compressor short cycling 10% Interpolation

Refrigerant line restrictions/TXV problems 56% Extrapolation

 
Figure 12 FDD Failure Modes by EER Penalty 
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Figure 13 Electric Savings as Function of EER Penalty, 5-ton RTU, Small Office, 

CTZ 12 
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Figure 14 TDV Energy Savings as Function of EER Penalty, 5-ton RTU, Small 

Office, CTZ 12 

 

Probability Analysis 

Thus far, the energy savings described above assumes a 100% failure rate, a 100% chance 

of the FDD system detecting the fault, and a 0% chance the fault would be detected 

without an FDD system.  In reality, not all units will experience all these faults, the 

chance of the FDD system detecting the fault is less than 100%, and the chance the fault 

would be detected without an FDD system is greater than 0%.  It is necessary to account 

for this to avoid overestimating the potential energy savings from implementing an FDD 

system.  This section describes the methodology used to estimate the failure rate and the 
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probability of detecting the faults with and without an FDD system.  This method does 

not account for any interactive effects if multiple failures are encountered, but provides a 

reasonable distribution of outcome for each test. 

 

This analysis relies on fault incidence.  Incidence is the frequency at which a fault occurs 

in a specific time period or the rate of occurrence of new cases of a fault in the population 

of interest (e.g., all RTUs in California). 

tmeasuremen of interval  time theduring population in the units ofnumber  Total

year) a (e.g., interval  timeain fault   thedeveloping population ain  units ofNumber 
Incidence

 
 

This is not to be confused with prevalence, which is the number of cases that exist in the 

population of interest at a specific point in time.  For example, the number of economizer 

faults in all packaged units in the U.S. presently. 

 timespecific aat  population in the units ofnumber  Total

 timespecific aat fault   with thepopulation in the units ofNumber 
evalencePr

 
 

For example, with regard to the refrigerant line restriction fault, it is reported as a 60% 

probability that a filter/dryer restriction fault will occur once during the equipment 

lifetime.14  Adding the probability of damage to the liquid line and other restrictions 

yields an estimated 75% probability for a refrigerant line restriction/TXV fault during the 

equipment lifetime.  Considering the average air conditioner lifespan of 18.4 years as 

reported by the DOE15, the annual incidence is 75% ÷ 18.4 = 4.1%.  This means 4.1% of 

RTUs will develop a refrigerant line restriction fault each year.  Considering the 15 year 

nonresidential analysis period, 62% (4.1% x 15) of RTUs will develop a refrigerant line 

restriction fault within 15 years. 

 

Figure 15 and Figure 16 show the number of faults identified by the AirCare Plus (ACP) 

program as a function of the unit’s vintage.  The slope of the linear trendlines indicate the 

number of new faults per year.  This is presented for the first five years of a unit’s 

lifetime.  In other words, this dataset contains the newest units in the entire ACP dataset.  

This allows for new equipment design and factory assembly and quality control processes 

that may affect the incidence of faults, while avoiding most obsolete designs and 

processes.  To convert this data to incidence, these number of new faults per year are 

simply divided by the total number of units in the population during the time interval of 

measurement (units tested/yr).  Figure 17 summarizes the results. 

                                                 
14 Automated Fault Detection and Diagnosis of Rooftop Air Conditioners for California, Deliverables 

2.1.6a & 2.1.6b.  Braun, Li, August 2003 

15 US DOE, Technical Support Document: Energy Efficiency Standards for Consumer Products, May 2002. 
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Figure 15 Faults by RTU Vintage: Economizer and Sensor Faults 
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Figure 16 Faults by RTU Vintage: Refrigerant and Heat Exchange Faults 
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Pass/ 

acceptable

Major 

repair

Add charge / 

low charge

Recover charge / 

high charge

Low side HX 

problem

High side HX 

problem

Economizer 

problem

Sensor 

failure

Slope (faults/yr) 5 0.1 30 2 26 17 8 0.6

Units tested/yr 527 527 527 527 527 527 251 527

Incidence 0.9% 0.0% 5.7% 0.4% 4.9% 3.2% 3.2% 0.1%

x 15 yrs analysis period 14% 0% 85% 6% 74% 48% 48% 2%
 

Figure 17 Summary of Fault Incidence Analysis 

 

This analysis still assumes a 100% chance of the FDD system detecting the fault, and a 

0% chance the fault would be detected without an FDD system.  In reality, not all units 

will experience all these faults.  The chance of the FDD system detecting the fault is 

closer to 75%.  The chance the fault would be detected without an FDD system varies 

depending on typical service and if the fault impacts comfort conditions. 

 

The following fault is quite likely detected by the economizer acceptance test or through 

regular service such that the fault is 75% likely to be detected: 

 Economizer high-limit setpoint 55˚F instead of 75˚F 

 

The following fault is likely detected through regular service and/or impact comfort 

conditions such that the fault is 50% likely to be detected: 

 Refrigerant charge: 80% of nominal charge 

 

The following list of faults are less likely detected through regular service and do not 

impact comfort conditions such that the fault is 25% likely to be detected. 

 OAT sensor malfunction 

 Compressor short cycling 

 Refrigerant line restrictions/TXV problems 

 Refrigerant line non-condensables 

 Low side HX problem incl. low airflow (50% evaporator coil blockage) 

 High side HX problem (50% condenser coil blockage) 

 Economizer stuck closed 

 Economizer stuck open 

 

Figure 18 summarizes the results of the probability analysis.  The FDD benefit is the 

difference between the probability of detecting the fault with FDD and the probability of 

detecting the fault without FDD. 
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Failure Mode

Fault 

incidence 

(over 15 

years)

Prob. of 

detecting the 

fault w/FDD

Prob. of 

detecting the 

fault w/o FDD

Fault 

incidence x 

FDD benefit 

Air temperature sensor malfunction 2% 75% 25% 1%

Refrigerant charge: 80% of nominal charge ( -

15% EER)
85% 75% 50% 21%

Compressor short cycling 30% 75% 25% 15%

Refrigerant line restrictions/TXV problems 62% 75% 25% 31%

Refrigerant line non-condensibles ( -8% EER) 50% 75% 25% 25%

Low side HX problem incl. low airflow (50% 

evaporator coil blockage; -5% EER)
74% 75% 25% 37%

High side HX problem (50% condenser coil 

blockage; -9% EER)
48% 75% 25% 24%

Not economizing when it should (high-limit 

setpoint 55F instead of 75F)
30% 75% 75% 0%

Damper not modulating 24% 75% 25% 12%

Excess outdoor air 24% 75% 25% 12%
 

Figure 18 Summary of FDD Probability Analysis 

Energy Savings 

In the end, it was decided to shorten this list of faults.  This proposal and thus the energy 

savings consist of only a subset of the analyzed faults.  In particular, it includes only the 

faults that both the third party FDD systems and the HVAC OEMs can currently detect as 

of April 2011.  The FDD system shall detect the following faults: 

 Air temperature sensor failure/fault 

 Low refrigerant charge 

 Not economizing when it should 

 Economizing when it should not 

 Damper not modulating 

 Excess outside air 

Figure 19 shows the annual energy savings for each of these failure modes averaged over 

the EUL of 15 years.  These savings values represent the weighted average by new 

construction estimate for the next 15 years
16

 across all climate zones and simulated 

building types.  These values were then multiplied by the fault incidence x FDD benefit 

number (over 15 years) to determine the FDD savings benefit by failure mode. 
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Failure Mode

Avg. 

kWh/ton-yr 

savings over 

EUL

Avg. 

kW/ton 

savings 

over EUL

Avg. 

therms/ton-

yr savings 

over EUL

fault 

incidence x 

FDD benefit 

number

Avg. 

kWh/ton-yr 

savings over 

EUL

Avg. 

kW/ton 

savings 

over EUL

Avg. 

therms/ton-

yr savings 

over EUL

$1.86 PV 

/kWh/ton

$14.59 PV 

/therm/ton

PV$ 

total/ton

Air temperature 

sensor failure/fault
9.5 0.0 0.0 1% 0.1 0.0 0.0 $0.18 $0.00 $0.18

Low refrigerant 

charge
133 0.1 0.0 21% 28 0.0 0.0 $52 $0 $52

Not economizing 

when it should
448 0.0 0.0 0% 0.0 0.0 0.0 $0 $0 $0

Economizing when 

it should not

Damper not 

modulating
535 0.0 0.0 12% 64 0.0 0.0 $119 $0 $119

Excess outside air 136 0.3 71 12% 16 0.0 8.5 $30 $125 $155

Total 1,261 0.4 71 46% 109 0.1 8.5 $202 $125 $326

Did not model this failure mode

 
Figure 19 Savings by Failure Mode 

Linear regression is used per climate zone and building type to determine the savings 

associated with the failure modes described by the EER penalty that were not simulated.  

The results of the probability analysis are applied to the energy savings results per 

climate zone and building type by multiplying the savings for each failure mode by the 

last column in Figure 18 (Fault incidence x FDD benefit).  This yields the benefit of FDD 

considering the fault incidence and the probability of detecting the faults with and 

without an FDD system.  These savings are then summed by climate zone and building 

type across all failure modes.   

The Present Value (PV) energy savings over the effective useful life (EUL) of 15 years is 

$1,467 per RTU for a 54,000 Btu/h unit.  The annual energy and gas savings is 490 kWh 

and 38 therms per RTU for a 54,000 Btu/h unit.  The first year and 15-year statewide 

savings realized by implementing this measure are presented in Figure 20.  To estimate 

statewide electricity savings, the savings per building type and climate zone are divided 

by the building square footage and multiplied by the new construction estimate for the 

year 2014
16

 for the given climate zone and building type.  These values are then summed 

over all the climate zones to yield the statewide savings. The only difference in the 15 

year electricity savings calculation is the new construction estimates for the years 2014 to 

2020 are used.  The 2020 estimate was multiplied by 9 to estimate savings beyond the 

year 2020 and result in 15 years total. 

                                                 

16
 Heschong Mahone Group, Inc. Nonresidential Construction Forecast by Climate Zone.  

Version 7. 
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Electricity 

Savings

Demand 

Savings

(kWh) (kW)

1st Year Savings 2,104,909 $676,584 1,486

15 Year Savings 30,928,493 $8,051,354 22,798

Statewide Savings TDV Total $

 
Figure 20 FDD Statewide Savings 

 

Another view of statewide savings by building type and climate zone is shown in Figure 

21. 

The overall statewide average (weighted by new construction forecast) annual savings is 

12% for both the kWh and the kW savings. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Fast Food 16% 16% 16% 16% 16% 16% 16% 15% 15% 15% 13% 13% 13% 13% 13% 9%

Grocery 17% 17% 17% 17% 15% 15% 15% 16% 16% 16% 15% 15% 15% 16% 16% 12%

Large Office 9% 9% 9% 9% 9% 9% 9% 10% 10% 10% 9% 9% 9% 9% 9% 6%

Large Retail 13% 13% 13% 13% 11% 11% 11% 11% 11% 11% 10% 10% 10% 9% 9% 8%

School 15% 15% 15% 15% 15% 15% 15% 17% 17% 17% 14% 14% 14% 14% 14% 10%

Small Office 9% 9% 9% 9% 10% 10% 10% 11% 11% 11% 10% 10% 10% 10% 10% 7%

Small Retail 18% 18% 18% 18% 17% 17% 17% 14% 14% 14% 12% 12% 12% 11% 11% 10%

California 

Climate Zone:

FDD Annual Energy Savings as % of Annual RTU Consumption

 
Figure 21 FDD Annual Savings as % of Annual RTU Consumption 

Maintenance Savings 

Braun and Li report, “A technician will only detect and diagnose severe and obvious 

faults. In the absence of preventive maintenance, technicians would typically be called to 

perform emergency service when an air conditioner is not working or is unable to 

maintain comfort. Even if preventive maintenance is performed, the procedures only 

involve routine checks that can only detect severe and obvious faults.  If an automated 

FDD system were applied, most (e.g, 75%) of the planned preventive maintenance 

inspection fees would be saved.  One coil cleaning service can be saved per year through 

automated FDD.”17 

Li and Braun claim, “Automated FDD reduces service costs due to reduced preventive 

maintenance inspections, fault prevention, lower-cost FDD, better scheduling of multiple 

service activities, and shifting service to low season.”  A significant part of a service cost 

is the base visit fee.  Through better scheduling of multiple service activities, the base 

visit fee can be shared across multiple faults on a single cooling system or multiple 

cooling systems of a site.  Some combinations of services also allow cost savings.  For 

example, any combination of faults that require recovering the refrigerant will prove a 

cost savings if addressed during a single visit.  They conclude that $30/kW can be saved 

                                                 
17 Braun, James, and Haorong Li. 2003. Automated Fault Detection and Diagnosis of Rooftop Air 

Conditioners for California, Deliverables 2.1.6a & 2.1.6b. 
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annually on the service costs.
18

  To maintain a conservative analysis, we used 50% of this 

value, or $15/kW ($16/ton) annual maintenance cost savings for this measure.  This 

yields a present value maintenance cost savings of $179/kW ($195/ton) at 1.09 kW/ton or 

$878 for a 54 kBtu/h unit. 

Measure Cost 

For our measure cost analysis we used information provided by Heinemeier, et al., who 

report, “Processing of diagnostic algorithms can take place in the onboard controller, on 

an installed PC, or remotely. Even when a PC or remote computer is used, there may still 

be a need for on-site signal processing to reduce the data and pre-process them. In most 

cases, these processing platforms do not contribute significantly to the cost. For some 

methods, however, it will be significant. 

 High cost: An approach that uses an EMS platform for processing 

 Moderate cost: An approach that that can be accomplished by an embedded 

controller 

 Low cost: An approach that can be accomplished only with use of an added PC or 

processor 

The defined scope for this program is remote diagnostics, so all approaches considered 

here will require remote communications. For remote diagnostics, communications 

hardware and access are required. This can be accomplished by tying into the building’s 

Energy Management System, or installing a dedicated modem and phone line. It is often 

possible to use a gateway to allow the diagnostic module to piggy-back on the building’s 

communications infrastructure to reach the internet.”
19

 

The cost of the FDSI Sentinel and PNNL’s Smart Monitoring and Diagnostic System 

(SMDS) FDD systems are in the range of $250 to $400 (OEM cost) or $1600 (building 

owner installed cost after factor of 4 mark-up).  The cost of the Sensus MI system is 

$5,000 to $15,000 per building.  The nature of this solution is such that this tool is best 

implemented at locations with many RTUs such as big box retail.  Thus the cost per RTU 

is less than that of the FDSI Sentinel and the SMDS.  For conservativeness, the highest 

cost of this suite of tools is used for the cost analysis, which is $1600/RTU.  This cost 

includes many more faults than the list of five faults proposed here, thus continuing the 

list of conservative assumptions.  Another reason why this is a conservative assumption is 

because the installed cost for the OEM solution is much less than $1600. 

Sensus MI and FDSI Sentinel can detect all the faults on our proposed list.  SMDS can 

detect all the faults except low airflow, refrigerant charge, and insufficient capacity. 

With regard to PNNL’s SMDS tool, “Battelle Pacific Northwest Division in collaboration 

with NorthWrite Inc. has developed a tool for continuously monitoring the condition and 

performance of packaged air conditioners and heat pumps.  The Smart Monitoring and 

                                                 
18 Li, Haorong, and James Braun. 2007. Economic Evaluation of Benefits Associated with Automated Fault 

Detection and Diagnosis in Rooftop Air Conditioners. ASHRAE Transactions 113(2). 

19 Heinemeier, Kristin, (WCEC), and Julien Bec (UCD). 2010. Fault Detection And Diagnostics, Moving 
The Market And Informing Standards In California: FDD Prioritization. California Energy Commission. 



 

B-23 

Diagnostic System (SMDS) is mounted in a small box installed on the side of each 

packaged air conditioner or heat pump and provides continuous remote monitoring and 

diagnostics for the unit. It requires the following components: 

 Temperature sensor 

 Data processing module 

 Communication module (required for any FDD) 

The SMDS works by constantly collecting data from sensors installed on the equipment 

to measure its performance and detect and diagnose problems with its operation. The unit 

then sends the results wirelessly, directly from each packaged unit to a network 

operations center, where the data are stored securely and information on the condition of 

each packaged unit is made available on the internet. The SMDS can be installed on new 

or existing packaged air conditioners and heat pumps.”
20

 

Cost Effectiveness/LCCA 

The total incremental cost is the sum of the incremental installed cost of $1,600 and the 

PV maintenance cost of - $878 for a total incremental cost of $722.  As shown in Figure 

22, the measure is cost effective for the proposed size threshold of 54 kBtu/h unit and 

larger. 

 

Incremental Installed Cost $1,600

Incremental Annual Maintenance, 54 kBtuh ($74)

PV of Annual Maintenance, 54 kBtuh ($878)

Total Incremental Cost, 54 kBtuh $722

PV of Energy Savings, 54 kBtuh $1,467

Lifecycle cost savings $745

Benefit/Cost Ratio 2.0            
 

Figure 22 FDD: Lifecycle Cost Results 

 

                                                 
20 Ibid. 
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APPENDIX C: TITLE 24 FDD STANDARD: 
DEVELOPMENT METHOD AND FINAL LANGUAGE 
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DEVELOPMENT OF A FDD STANDARD FOR ROOFTOP UNITS IN CA TITLE 24 

In the third Phase, WCEC and NBI, in conjunction with PECI and HMG of the Codes and 
Standards Enhancement (CASE) project, developed a draft specification for new requirements 
for FDD in Rooftop Units.  We held an industry roundtable to present the draft to a set of 
industry actors, and obtain their feedback.    
Remote and automated Fault Detection and Diagnostic (FDD) tools have the potential to save 
considerable energy in California fleet of existing commercial rooftop air conditioning units 
(RTUs).  The market for these systems has not yet materialized, however.  Tools have been 
available for larger systems for some time, although even these have not enjoyed a significant 
market share.  In RTUs, there are fewer tools available, and little to no market share. 
Since RTUs cool over 70% of the commercial square footage in California, they are a significant 
source of energy consumption and peak demand.  Under the best of circumstances, RTUs are 
not as efficient as larger built up systems.  However, in reality, they are even less efficient.  Many 
market failures have led to a lack of quality in installation and maintenance of these units, and 
their performance is suffering.  Most RTUs have some sort of fault that is increasing their energy 
use.  If these faults could be found and addressed, then energy savings could be realized.   
In the master research report – to which this is an Appendix -  “Rooftop HVAC Fault Detection 
and Diagnostics: New Technologies and Standards for Energy Reduction,” we identified nine 
different potential approaches, depending on the type of data collected (air side, refrigerant 
side, or electrical) and the type of model used for comparison with measurements (first 
principles, qualitative, history).  We also identified the specific criteria that must be met to have 
a measure that is appropriate for inclusion in Title 24.  These criteria included significant energy 
savings, cost effectiveness, prevalence of the fault being detected, probability that the fault will 
be fixed, reliability of detection, deployability, and other maintenance benefits.   
The faults that can be detected by various FDD tools include efficiency degradation, low charge, 
coil fouling, filter dirty, insufficient capacity, excessive operating time, incorrect control 
sequence, lack of ventilation, insufficient economizing, unnecessary outdoor sir, failed sensor, 
control problems, failed compressor, stuck damper, slipping belt, leaking valves, short cycling, 
unit not operational.    The tools that are available are shown below: 
 
Tool Name Status Data Model Developer 
FDSI Insight V.1 Available Refrigerant Quantitative Field Diagnostics, Inc 
Sensus MI Available Air Qualitative University of Nebraska 
ClimaCheck Available Refrigerant Quantitative ClimaCheck Inc. 
SMDS  Pilot Air Qualitative Pacific Northwest National Lab 

NILM Pilot Power Qualitative 
Massachusetts Institute of 
Technology 

Low Cost NILM Pilot Power Timeseries 
Massachusetts Institute of 
Technology 

Sentinel/Insight  Beta Refrigerant Quantitative Field Diagnostics, Inc 
Virtjoule Developing Power Timeseries Virtjoule Inc. 

Low Cost SMDS Developing Air-Power Timeseries Pacific Northwest National Lab 
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Process to Develop the Draft FDD Standard for Rooftop Units 

In order to develop the initial draft specification for a RTU FDD standard, we undertook several 
tasks.  We reviewed the current optional requirements for FDD in Title 24 (2008) to determine 
the level of specificity that the new requirements might entail.  We developed a short summary 
of the existing standard that includes all of the requirements contained in the Standard, the 
ACM, the User’s Manual, and the Acceptance Test Forms.  We revised this summary to include 
the new requirements we felt might be included in a new standard.  The document shown in 
Attachment 1 in this report is the summary of the initial draft Title 24 FDD proposal for FDD in 
RTUs. (NOTE that this Proposal was updated Feb 2011 after subsequent stakeholder input and then again to 

become the final submittal and approved version for Title 24). 

Industry Roundtable  
An Industry Roundtable was held at the Western Cooling Efficiency Center, UC/Davis on July 22, 
2010.  The attendees are shown in Attachment 2. 

Summary of Discussion 

The discussion among participants both in person and those remotely was wide and deep, 
limiting this report to a high level summary. What follows are key takeaways and issues 
identified to follow up on for both the PIER and CASE team researchers. We will be contacting 
individual participants for further discussion about comments made at the Roundtable and 
those received pre- and post-roundtable. We very much appreciated the positive tone of the 
meeting. This is a complex topic, as all of you all understand. There are different needs for 
different markets that have to be accounted for and balanced in setting standards. For example, 
Walmart needs an approach to manage the 25 million HVAC alarms generated company-wide in 
2009. The company needs intelligence that manages and reduces alarms, not necessarily 
additional sensors and algorithms that add to them. Compare this with the owner of a suburban 
10,000sf, two-story office building with a handful of RTUs, who would benefit from basic FDD 
functionality in the RTUs such as monitoring airflow, economizer operation, sensor malfunction, 
refrigeration charge status and not a whole lot more. 

The tenor of the meeting was very positive. Overall, the researchers got the message to: 

 Proceed with the potential for a 2011 Title 24 Prescriptive Measure 

 Provide substantiation of: 

o FDD energy savings benefits and persistence 

o FDD product availability, in the market or on the way 

o FDD product costs including communications gateway 

o Fault priorities/prevalence 

 Take the RTU FDD discussion national including the manufacturers and ASHRAE 90.1 

In summary, participants collectively took a useful step on the path toward increasing, 
maintaining and controlling the energy efficiency of RTUs through FDD methods as a component 
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of enhanced performance monitoring and performance measurement. 

Key Takeaways (summarized as offered at the end of the meeting) 

a. As an alternative first step, explore an approach to first capture the data, perhaps in the 
T-stat, before analysis methods are standardized. How long to store data? Who 
collects/analyzes? How does it become actionable information? 

b. Move toward a 2011 T24 Prescriptive Measure submission; it’s possible, but challenging. 

c. It was noted by the manufacturers that “the hardware is the easy part,” and by the FDD 
tool developers that “we can’t manufacture this in a big way tomorrow.” Partnering may 
be required to move this technology into the market quickly. 

d. Initiate an ‘FDD Challenge’ similar to the idea of the Western Cooling Challenge, to pull 
the products into the market more quickly and at the same time, work to condition the 
market for the products. This might happen in cooperation with the Retailer Energy 
Alliance that US DOE supports. 

e. Assess both a ‘performance degradation factor’ and a “performance index” as a 
potential overall performance monitoring/fault condition indicator to the RTU 
owner/manager/servicing contractor. What is the threshold definition for detecting 
faults that drive the degradation factor? How low is too low? 

f. Further prioritize the faults in severity and frequency. There are other performance 
issues that are not on the list in the Strawman. 

g. It’s a complicated picture with the manufacturers, entrepreneurs, customers, and 
utilities all having separate driving interests. 

h. Engage the utilities Emerging Technology programs for proof-of-product and then 
potentially tap into utility incentive programs and then into Title 24. 

i. FDD is an enabling technology. While we can’t make anyone use the information that is 
or will be available from this type of monitoring, the fact that the information exists 
drives the potential for market understanding and enables action. Some factor must be 
developed to account for this indirect benefit. 

j. Sensor accuracy/persistence is unquestionably an issue and is being addressed by 
ASHRAE. We need to get up to speed on this activity. 

k. Pick the top four faults in the Strawman along with Performance Degradation indicator 
and that’s enough. 

l. Take this discussion national to bring in additional manufacturers of FDD products. Need 
the FDD business case and volume business to catch industry attention. 

m. RTUs can be split into those with electro-mechanical controls or with microprocessor 
controls. This dictates what is possible with sensing and communications. 
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n. Transmit the performance data/alarms/FDD off the roof for remote viewing. 
Webenabled is a real option. 

o. Title 24 standard should not be too prescriptive. Try to specify performance objectives 
within the prescriptive measure. This can drive new technology solutions. 

p. FDD should be integrated with Quality Installation practice 

Quotable Quotes 

q. “The California Reach Code is not a dumping ground for unsupported measures.” 

r. “FDD needs to be developed into an iPhone or iPad app.” 

s. “Innovation comes into the market at the speed of profits.” 

Next Steps toward Final Title 24 FDD Proposal 

The next steps in this research project included: 

 Quantify the expected energy savings and costs of systems.  By conducting a survey and 
analysis of system costs, and simulating the savings attributable to FDD, we can estimate 
the cost effectiveness in a typical building.  This modeling may also be used to determine 
savings from implementing FDD in a specific RTU, for compliance purposes.  This work 
will be done in parallel with the next step, and will be complete in the first quarter of 
2011. 

 Discuss with industry stakeholders to get additional feedback on the draft requirements.  
The draft standard will be disseminated widely and feedback from a range of 
stakeholders will be taken into account in developing a Code Change Proposal.  This will 
be done in parallel with the first step and will be complete by the end of the first quarter 
of 2011. 

 Develop a formal Code Proposal.  Once all possible input has been obtained on the draft 
standard, a formal Code Change Proposal will be developed.  This will be done in 
conjunction with Portland Energy Conservation, Inc.  The role of the CEC team will be 
defining requirements and reviewing draft proposals.  This will be completed by April of 
2011, or whenever the deadline is for submission of proposals. 

 Follow the CEC review process.  The interviews and analysis conducted by the CEC team 
are part of the due-diligence that is required for any Code Change proposal.   This 
process also includes formal stakeholder workshops and an open comment period.  The 
CEC team will participate in these workshops and responding to questions, as needed 
and appropriate.  This is expected to occur in April of 2011. 

 

Summary of Final Title 24 Language 
A major shift is underway nationally, with manufacturers making design decisions to include 
more fault alarms across equipment lines.  There is an important distinction that has to be made 
regarding the phrase ‘fault detection and diagnostics (FDD).’  While a fault might be detected 
and an alarm signal sent into the building to a digital thermostat/control, a building energy 
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management system, or to a remote location such as a maintenance contractor, the diagnosis of 
the cause of the alarm is not as clear-cut.  Some faults may have multiple causes.  For example, 
a low refrigeration pressure alarm could be the result of low refrigerant charge, dirty filters, 
evaporator fan turning backwards, loose or broken fan belt, plugged filter drier, faulty 
transducer, excessively cold return air, or stuck open economizer when the ambient 
temperature is low.  The key is the alarm and providing notification to appropriate personnel 
either maintenance staff on site or to the HVAC maintenance contractor. For most RTU’s the 
alarm would be provided on site.  Typically, only buildings with EMS and remote 
communications capability are capable of sending alarm notifications off site.   

Work sponsored in California by the Energy Commission and utilities21 have led to a mandatory 
measure approved for the 2013 revision of the Title 24 commercial building energy standards.   

The measure will require that all air-cooled package, split system, and VRF units with 
economizers, at sizes 4.5 tons and above, have a minimum set of fault detection alarms aimed 
primarily at the economizer.  As important, is the requirement that the fault notification must 
be communicated off the roof. The fault reporting mechanism and destination are not 
prescribed.  If adopted, this first FDD code requirement may have an impact on the national RTU 
market when the revised Title 24 standard comes into force in January 2014.  

 The faults to be reported include:  

 Sensor failure or fault 

 Not economizing when it should 

 Economizing when it should not 

 Damper not modulating 

 Excessive air flow 

The limits to applying the new standard across the fleet of RTUs comes from the control design 
of the unit.  Approximately 70% of existing RTUs are electromechanically-controlled, with the 
balance microprocessor-controlled.  The above listed faults can be detected in both types of 
units.  Additional alarms such as refrigeration cycle problems including high or charge and low 
or high pressure, can only be enabled in microprocessor-controlled units and thus were not 
accepted in the final T24 language. 

This Title 24 FDD measure has also been proposed to the NW Energy Codes Group for its 
consideration.  NEEA staff is part of the group and should be in strong support of the proposal. If 
the NW states adopt this requirement, it will provide impetus for additional states to adopt 
since it will be clear that there will be equipment coming to market to meet the required 
standard.  The Title 24 FDD measure is also being proposed in the 2015 revision of the IECC and 
the IgCC . 

 

 

                                                 
21

 CEC PIER work led by NBI with WCEC and the Utility Codes and Standards Enhancement 

(CASE) work led by HMG and PECI. 
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Detail on Progress Indicator – revised T24 submittal: 

SECTION (I) - 120.0 120.6 NR Mandatory Equipment 
SUBCHAPTER 3 NONRESIDENTIAL, HIGH-RISE RESIDENTIAL, AND HOTEL/MOTEL 

OCCUPANCIES, AND COVERED PROCESSES AND INSULATION— MANDATORY 

REQUIREMENTS FOR SPACE-CONDITIONING AND SERVICE WATER-HEATING SYSTEMS 

AND EQUIPMENT 

 

(i) Economizer Fault Detection and Diagnostics (FDD). All air-cooled unitary direct-
expansion units with an economizer and mechanical cooling capacity at AHRI 
conditions greater than or equal to 54,000 Btu/hr shall include a Fault Detection and 
Diagnostics (FDD) system in accordance with NA9 – Fault Detection and Diagnostics. 
Air- cooled unitary direct expansion units include packaged, split-systems, heat 
pumps, and variable refrigerant flow (VRF), where the VRF capacity is defined by 
that of the condensing unit. 

Links to final language: 
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-

13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Standards/120.0-

120.6_NR_Mandatory_Equipment.pdf   

 

Specific details of the above proposed mandatory measure: - Appendix NA9  

http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-

13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Appendices/NA-9-

Fault%20Detection%20and%20Diagnostics.pdf 

 
 

http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Standards/120.0-120.6_NR_Mandatory_Equipment.pdf
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Standards/120.0-120.6_NR_Mandatory_Equipment.pdf
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Standards/120.0-120.6_NR_Mandatory_Equipment.pdf
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Appendices/NA-9-Fault%20Detection%20and%20Diagnostics.pdf
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Appendices/NA-9-Fault%20Detection%20and%20Diagnostics.pdf
http://www.energy.ca.gov/title24/2013standards/prerulemaking/documents/2011-10-13_14_workshop/review/Draft_Language/Staff_Proposed_Draft_Language-Appendices/NA-9-Fault%20Detection%20and%20Diagnostics.pdf
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Attachment 1:  Original Proposed FDD Standard for RTUs 
2011 Title 24 for Nonresidential Buildings requires installation (factory or field), verification, and acceptance testing 
of a Fault Detection and Diagnostics (FDD) system for Packaged Direct-Expansion Units, as a prescriptive measure.  
As with any prescriptive measure, this measure can be traded off for another optional measure with equal savings.  
Credit is given using the Alternative Calculation Method by degrading cooling efficiency by XX% for non-FDD 
systems and only 5% for FDD systems.  This measure supplements the compliance option on Form MECH-12A first 
included in 2008. 
FDD capabilities must be verified in the field by verifying that the FDD hardware is installed and that the equipment 
make and model includes factory-installed hardware that match the information specified on the manufacturers’ 
cut sheets and design plans. The functionality of the FDD must also be tested in the field.  Form MECH-XXA is used 
to verify that the criteria are met.  
Construction Inspection 
1. The following sensors should be permanently installed to monitor system operation and the controller should 

have the capability of displaying the value of each parameter:  
 

 
 
 
 
 
 

2. The controller will provide system status by indicating the following conditions: 
 

• Compressor Enabled • Free Cooling Available • Heating Enabled 

• Economizer Enabled • Mixed Air Low Limit Cycle Active  

 
3. The unit controller shall have the capability to manually initiate each operating mode so that the operation of 

compressors, economizers, fans, and heating system can be independently tested and verified.  
 

4. The unit controller shall have the capability to detect at least ten of the following faults:  
 

• Air Temp. Sensor 
Failure/Fault 

• High Refrigerant Charge • Low Refrigerant Charge 

• Compressor short cycling • Refrigerant Line Restrictions/ 
TXV Problems 

• Refrigerant Line Non-
Condensables  

• Low Side HX problem • High Side HX problem • Capacity Degradation 

• Efficiency Degradation • Not Economizing When it 
Should 

• Damper Not Modulating 

• Excess Outdoor Air   

 
5. Faults shall be reported to a fault management application accessible by day-to-day operating or service 

personnel, or annunciated locally on zone thermostats. 
 

6. A performance indicator shall be provided, which will allow tracking of efficiency. 
 

7. The FDD System used shall be certified by the CEC and verified to be installed correctly.  Certification and 
verification procedures are TBD. 

 
 

Refrigerant 
Pressure 

Refrigerant 
Temperature 

Air Relative 
Humidity 

Air 
Temperature 

• Suction Line • Suction Line • Outside Air  • Outside Air 

• Liquid Line  • Liquid Line  • Supply Air  • Return Air 
   • Supply Air 
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Attachment 2: FDD Roundtable Participants July 2010 

Mike Brambley Pacific Northwest National Lab 

Martha Brook California Energy Commission 

Cathy Chappell Heschong Mahone Group 

Mark Cherniack New Buildings Institute 

Bobby DiFulgentiz Lennox Industries 

Martyn Dodd EnergySoft 

Piotr Domanski National Institute of Standards and Technology 

John Douglas Lennox Industries 

Joseph Fleishman California Energy Commission 

Craig Fulgum Virtjoule 

Tom Garcia CalBO 

Sean Gouw  Southern California Edison 

Dale Gustavson Better Buildings Institute, Inc. 

Kristin Heinemeier Western Cooling Efficiency Center 

Randall Higa Southern California Edison 

Sherry Hu Pacific Gas & Electric 

Marshall Hunt Consultant 

John Kaufmann Pacific Northwest National Lab 

Golam Kibrya California Energy Commission 

John Kimmes Target 

David Kuo Johnson Controls 

Don Langston Aire Rite Air Conditioning & Refrigeration, Inc.  

Richard Lord Carrier Corporation 

Mike  Lubliner Washington State Energy Extension 

Jim McClendon Walmart 

Jon McHugh McHugh Associates 

Jeff Miller California Energy Commission 

John  Proctor Proctor Engineering Group 

Mark Rehley Northwest Energy Efficiency Alliance 

Todd Rossi Field Diagnostic Services, Inc. 

Chris Scruton California Energy Commission 

Vern Smith Architectural Energy Corporation 

Danny Tam California Energy Commission 

Stuart Tartaglia Pacific Gas & Electric 

Buck Taylor Roltay Services, Inc. 

Adrienne Thomle Honeywell 

Matt Tyler Portland Energy Conservation, Inc. 

Anne Wagner Pacific Northwest National Lab 

Stuart Waterbury Architectural Energy Corporation 

Mike Walker Lennox Industries 

Larry Wei Lennox Industries 

David Weightman California Energy Commission 

David Yuill Purdue University-Herrick Laboratory 
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1 

 

Title 24-2013 Language and Explanation of the Mandatory HVAC FDD Requirement 

The initial PIER FDD project goal was to develop and submit an FDD prescriptive measure to 

Title 24. At the same time, a parallel project with a similar goal was initiated by the utilities 

Codes and Standards Enhancement (CASE) program. The PIER and CASE research teams 

joined forces to fully collaborate all the way through the Title 24 measure development process.  

Based on final negotiations carried out through a working group of the Western HVAC 

Performance Alliance (WHPA) Subcommittee on In-field/Onboard FDD consisting of PIER 

project personnel, HVAC manufacturer representatives, California engineering consultants, an 

FDD tool developer, and utility representatives, mandatory measure was submitted and 

subsequently approved by the CEC in May 2012. Field compliance acceptance test requirements 

are in development along with workforce education and training materials, and an HVAC 

manufacturer option to pre-certify with the CEC to meet compliance objectives, entire 

equipment lines with the required FDD capabilities. 

From California 2013 BUILDING ENERGY EFFICIENCY STANDARDS Title 24, Part 6 

SECTION 122120.2 – REQUIRED CONTROLS FOR SPACE-CONDITIONING SYSTEMS    

(i) Economizer Fault Detection and Diagnostics (FDD). All newly installed air-cooled unitary 

direct-expansion units, equipped with an economizer and with mechanical cooling capacity at 

AHRI conditions of greater than or equal to 54,000 Btu/hr, and equipped with an economizer, 

shall include a Fault Detection and Diagnostics (FDD) system in accordance with subsections 

120.2(i)21 through 120.2(i)9.  Air-cooled unitary direct expansion units include packaged, split-

systems, heat pumps, and variable refrigerant flow (VRF), where the VRF capacity is defined by 

that of the condensing unit. 

1. The following temperature sensors shall be permanently installed to monitor system 

operation: outside air, supply air, and return air; and  

2.  Temperature sensors shall have an accuracy of ±2°F over the range of 40°F to 80°F; and  

3.  Refrigerant pressure sensors, if used, shall have an accuracy of ±3 percent of full scale; and  

4.  The controller shall have the capability of displaying the value of each sensor; and  

5.  The controller shall provide system status by indicating the following conditions: 

A.  Free cooling available 

B.  Economizer enabled 

C.  Compressor enabled 

D.  Heating enabled 

E.  Mixed air low limit cycle active 

6. The unit controller shall manually initiate each operating mode so that the operation of 

compressors, economizers, fans, and heating system can be independently tested and verified; 

and 

7. Faults shall be reported to a fault management application accessible by day-to-day operating 

or service personnel, or annunciated locally on zone thermostats; and  
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8. The FDD system shall detect the following faults:  

A.   Air temperature sensor failure/fault  

B.   Not economizing when it should 

C.   Economizing when it should not  

D.   Damper not modulating 

E.   Excess outdoor air 

9.  The FDD System shall be certified by the Energy Commission as meeting 

requirements 120.2(i)1 through 120.2(i)8 in accordance with Section 100(h). Certification 

Requirements for Manufactured Equipment, Products, and Devices: that is, the FDD system 

shall be certified by the manufacturer in a declaration, executed under penalty of perjury under 

the laws of the State of California, that all the information provided pursuant to the certification 

is true, complete, accurate and in compliance with all applicable provisions of Part 6. 

Fault Descriptions and Explanation 

The fault conditions listed above are described in more detail: 

A. Air temperature sensor failure/fault. This failure mode is a malfunctioning air temperature 

sensor, such as the outside air, discharge air, or return air temperature sensor. This 

could include mis-calibration, complete failure either through damage to the sensor or 

its wiring, or failure due to disconnected wiring.  Reporting of sensors faults is found in 

many RTUs today.  

B.  Not economizing when it should. In this case, the economizer should be enabled, but for 

some reason it is not providing free cooling. This leads to an unnecessary increase in 

mechanical cooling energy. Two examples are the economizer high limit setpoint is too 

low, say 55degF, or the economizer is stuck closed. 

C. Economizing when it should not. This is opposite to the previous case of not economizing 

when it should. In this case, conditions are such that the economizer should be at 

minimum ventilation position but for some reason it is open beyond the correct position. 

This leads to an unnecessary increase in heating and cooling energy. Two examples are 

the economizer high limit setpoint is too high, say 80degF, or the economizer is stuck 

open. 

D. Damper not modulating. This issue represents a stuck, disconnected, or otherwise 

inoperable damper that does not modulate open and closed. It is a combination of the 

previous two faults: not economizing when it should and economizing when it should 

not. 

E. Excess outdoor air. This failure mode is the economizer provides an excessive level of 

ventilation, usually much higher than is needed for design minimum ventilation. It 

causes an energy penalty during periods when the economizer should not be enabled, 

that is, during cooling mode when outdoor conditions are higher than the economizer 

high limit setpoint. During heating mode, excess outdoor air will increase heating 

energy. 

A key component of the Title 24 measure is that the notice of a given fault at the RTU be 

delivered remotely from the RTU to operating or service personnel or to specific zone 
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thermostat in the building that is tied to the RTU. Performance degradation faults are more 

prevalent than catastrophic faults that can shut down a unit entirely.  It is therefore important to 

provide notice as soon as possible so they are not unnoticed until scheduled maintenance. The 

method of signaling the fault directly from the rooftop unit is not prescribed in the measure. 

HVAC manufacturers are free to choose an appropriate option.  

2013 Nonresidential Reference Appendices 

NA7.5.11 Fault Detection and Diagnostics (FDD) for Packaged Direct-Expansion Units 

NA7.5.11.1   Construction Inspection 

Prior to Functional Testing, verify and document the following:  

• Verify fault detection and diagnostics (FDD) hardware is installed on HVAC unit.  

• Verify the FDD system matches the make and model reported on the design drawings.  

• Verify the following air temperature sensors are permanently installed: 

o outside air  

o supply air  

o return air 

• Verify the controller has the capability of displaying the value of the following parameters: 

o Air temperatures: outside air, supply air, return air. 

o Refrigerant pressure and temperature sensors (if present, their output shall be made 

available) 

• Verify the controller provides system status by indicating the following conditions:  

o Free cooling available 

o Economizer enabled  

o Compressor enabled  

o Heating enabled  

o Mixed air low limit cycle active 

 

NA7.5.11.2   Functional Testing 

For each HVAC unit to be tested, complete the following: 

NA7.5.11.2.1  Functional Testing for Air Temperature Sensor Failure/Fault 

Step 1: Verify the FDD system indicates normal operation.  

Step 2: Disconnect outside air temperature sensor from unit controller. Verify and document the 

following:  

• FDD system reports a fault.  
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Step 3: Connect outside air temperature sensor to unit controller. Verify and document the 

following:  

• FDD system indicates normal operation. 

NA7.5.11.2.2  Functional Testing for Excess Outside Air 

Step 1: Coordinate this test with NA7.5.1 Outdoor Air  

• If NA7.5.1 Outdoor Air passes, verify FDD system indicates normal operation. 

NA7.5.11.2.3  Functional Testing for Economizer Operation 

Step 1: Interfere with normal unit operation so test NA7.5.4 Air Economizer Controls fails by 

immobilizing the outdoor air economizer damper according to manufacturer’s 

instructions 

• After NA7.5.4 Air Economizer Controls fails, verify FDD system reports a fault.  

A.  Free cooling available 

B.  Economizer enabled 

C.  Compressor enabled 

D.  Heating enabled 

E.  Mixed air low limit cycle active 

 

NA7.5.11.2.4 Functional Testing for Refrigerant Diagnostic Sensors 

Step 1: During normal cooling operation, record refrigerant temperatures and pressures, and 

saturated discharge temperature and saturated suction temperature, if displayed by the 

unit controller. 

Step 2: During same operating conditions as Step 1, install calibrated refrigerant gauge with an 

accuracy of plus or minus 3% shall be used to determine and record saturated 

discharge temperature and saturated suction temperatures. If either temperature 

determined is more than 5 F different than recorded in Step 1, test has failed. 

Otherwise, test passes. 

•   Refrigeration gauges shall be calibrated according to the manufacturer’s calibration 

procedure to conform to the accuracy requirement specified. All testers performing 

diagnostic tests shall obtain evidence from the manufacturer that the equipment meets 

the accuracy specifications. The evidence shall include equipment model, serial 

number, the name and signature of the person of the test laboratory verifying the 

accuracy, and the instrument accuracy. All diagnostic testing equipment is subject to re-

calibration when the period of the manufacturer’s guaranteed accuracy expires. 
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